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Abstract: As institutions increasingly use predictive algorithms to allocate scarce resources, scholars
have warned that these algorithms may legitimize inequality. Although research has examined
how elite discourses position algorithms as fair, we know less about how the public perceives them
compared to traditional allocation methods. We implement a vignette-based survey experiment
to measure perceptions of algorithmic allocation relative to common alternatives: administrative
rules, lotteries, petitions from potential beneficiaries, and professional judgment. Focusing on the
case of schools allocating scarce tutoring resources, our nationally representative survey of U.S.
parents finds that parents view algorithms as fairer than traditional alternatives, especially lotteries.
However, significant divides emerge along socioeconomic and political lines—lower socioeconomic
status (SES) and conservative parents favor the personal knowledge held by counselors and parents,
whereas higher SES and liberal parents prefer the impersonal logic of algorithms. We also find that,
after reading about algorithmic bias, parental opposition to algorithms is strongest among those
who are most directly disadvantaged. Overall, our findings map cleavages in attitudes that may
influence the adoption and political sustainability of algorithmic allocation methods.
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THE methods that organizations and institutions use to allocate scarce resources
shape material inequalities, confer recognition, and shift power (Auyero 2012;

Lamont, Beljean, and Clair 2014). Scholars have documented a long-term trend
toward more standardized, quantified, and technocratic allocation approaches
(Porter 1996; Berman 2022), exemplified in recent years through the increasing
use of predictive algorithms (Burrell and Fourcade 2021; Joyce et al. 2021; Levy,
Chasalow, and Riley 2021). These algorithms — computational models that predict
future outcomes of individuals based on historical data (Wang et al. 2024) — guide
allocation decisions across domains of social life. They direct the attention of law
enforcement and child protective services (Brayne and Christin 2021; Eiermann
2024); inform evaluations of merit and value in hiring, admissions, and tenant
screening (Engler 2021; Rosen, Garboden, and Cossyleon 2021; Ajunwa 2023); and
assess need for resources such as shelter beds, organ transplants, and health care
services (Eubanks 2018; Obermeyer et al. 2019; Robinson 2022).
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Scholarly explanations for the growing use of predictive algorithms suggest that
they appeal to policymakers and organizational leaders because they embody two
features commonly thought to enhance legitimacy: precise targeting of resources to
optimize efficiency or reinforce dominant conceptions of deservingness (Steensland
2006; Watkins-Hayes and Kovalsky 2016; Berman 2022), and reliance on impersonal
criteria rather than fallible human judgment (Porter 1996; Espeland and Vannebo
2007; Burrell and Fourcade 2021). Accordingly, scholars warn that algorithms may
justify bias, discrimination, or inequality (Starr 2014; Fourcade and Healy 2017;
Hirschman and Bosk 2020), as they are positioned as ideal “calculable rules” applied
“without regard for persons” (Weber 2009 [1921]).

Although existing research examines how algorithms are presented and legit-
imated by those with authority to adopt and justify them, we understand less
about how the public perceives their use, especially compared to common alter-
natives. Historically, organizations have repeatedly arrived at similar approaches
to allocating scarce resources: professional judgment, petitions from prospective
beneficiaries, standardized rules, and randomization. Through the case of school
districts allocating scarce tutoring resources, we investigate public perceptions of
algorithms against these recurring alternatives that vary in their impersonality and
degree of targeting.

These public perceptions matter because they can shape other important down-
stream outcomes, such as parental trust and engagement in the context of schools
(Roda and Sattin-Bajaj 2023). Additionally, legitimacy is audience-specific (Schoon
2022), and public opinion can influence an allocation method’s political sustainabil-
ity. Furthermore, attitudes toward allocation procedures are connected to broader
belief systems of interest to social scientists, such as trust in science and public
institutions (Gauchat 2012; Glass 2019).

We fielded a vignette-based survey experiment with a nationally representative
sample of U.S. parents. Our vignette is based on early warning systems, which use
predictive algorithms to identify students at risk of adverse educational outcomes
such as grade retention or not completing high school. These systems are increas-
ingly used to direct prevention resources in the United States and around the world
(U.S. Department of Education 2016; Bowers 2021; Feathers 2023; Perdomo et al.
2023; Trinidad 2024).

We compare parents’ perceptions of using an algorithm to allocate scarce tu-
toring resources against four status quo allocation methods commonly used in
U.S. schools: counselor judgment that relies on professional expertise, parent re-
quests that draw on familial knowledge, bureaucratic rules that create standardized
categories of need, and lotteries that randomize access. We assess the perceived
fairness of each approach and analyze open-ended survey responses to understand
parents’ underlying reasoning. Additionally, we present information on a way that
the algorithm is biased against disadvantaged students to examine whether and
for whom information about algorithmic bias influences support for algorithmic
resource allocation.

Overall, we find that parents rate algorithms as fairer than traditional allocation
methods. However, we observe important cleavages in attitudes that diverge from
what we might predict based on work studying dynamics within K-12 education.
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For example, there is no consistent trend in how parents from different racial/ethnic
groups view the fairness of school counselors compared to algorithms, despite
research on how race/ethnicity influences counselors’ interactions with parents
and students (Lewis-McCoy 2014; Cartwright 2022). Instead, the sharpest cleavages
emerge in evaluations of the fairness of parent requests based on parental class and
political orientation.

Our analysis further reveals that parents justify their assessments of fairness by
focusing on how effectively they believe a method targets resources based on need
and what type of knowledge about need the method draws upon. While parents
consistently favor greater targeting, they are mixed on the normative valence of the
impersonal knowledge of an algorithm versus the more personal knowledge held
by parents or counselors. For instance, some parents value impersonal algorithmic
knowledge as a means to bridge educational inequalities. Others, meanwhile, see
it as overlooking valuable information that parental expertise could offer. Finally,
we find parents vary in the degree to which they support algorithmic allocation
after being presented with information about algorithmic bias. Most parents who
initially rated algorithms as fairer later opposed their use after reading the update
about bias, but opposition was strongest among low-income parents and parents
with lower levels of education, who would be most directly impacted by the form
of bias we describe.

This study makes several contributions. First, by examining algorithms along-
side status quo alternatives that consistently emerge across institutional contexts,
we ground assessments of algorithmic fairness in real-world trade-offs rather than
abstract evaluations of algorithms alone (Binns et al. 2018; Smith, 2018; Dodge et al.
2019; Waldman and Martin 2022; Martin and Waldman 2023) or against unfettered
human judgment (Lee 2018; Langer, König, and Papathanasiou 2019; Miller and
Keiser 2021; Bankins et al. 2022; Kennedy, Waggoner, and Ward 2022). Second,
our study clarifies the features of allocation approaches that might enhance or di-
minish their perceived fairness among various social groups. Third, our nationally
representative sample improves upon past studies, which have nearly universally
relied on online convenience samples. Finally, our results suggest that those better
insulated from an algorithm’s adverse impacts tend to be less moved by informa-
tion about bias, pointing to potential fractures in attitudes that could facilitate the
disproportionate application of algorithms to the least powerful members of society
(Madden et al. 2017; Eubanks 2018; Barabas et al. 2020; Rona-Tas 2020).

Overall, this research demonstrates the importance of analytically separating
how algorithms are presented from how they are perceived and probing cleavages
in perceived legitimacy. Although we analyze these issues with a vignette-based
survey experiment, the findings have broader relevance for those studying real-
world allocation contexts, providing hypotheses to help investigate where and what
form acceptance of and resistance to algorithms might take.

Situating Perceptions of Algorithms within Status Quo Approaches

Algorithms operate within an existing set of ways that organizations allocate scarce
resources aimed at benefiting individuals. Although specific allocation meth-
ods vary, similar solutions appear repeatedly across a wide array of bureaucratic
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contexts. One common method is the judgment of professionals or street-level
bureaucrats who individually evaluate those seeking help (Lipsky 1980). This ap-
proach is the dominant point of comparison to algorithms in existing research on
public perceptions (Lee 2018; Langer et al. 2019; Miller and Keiser 2021; Bankins et
al. 2022; Kennedy et al. 2022).

However, the overriding focus on comparisons between human judgment and
algorithms neglects several other widely used allocation approaches. Another
human-driven method is beneficiary requests, where organizational attention and
resources are directed in response to stakeholder claims. Examples include 311-
based systems that allocate local government time and services (Levine and Ger-
shenson 2014; Kontokosta and Hong 2021; Hamel and Holliday 2024) and complaint
systems that initiate investigations into discrimination and harassment (Faber and
Kalbfeld 2019).

Other allocation methods are more formalized, reflecting concerns about the
potential corrupting influence of human discretion. Manually created rule and
point systems prioritize individuals based on predefined categories. These span
early COVID-19 vaccine allocation systems that prioritized by factors such as age,
healthcare worker status, and health comorbidities (Jain, Schwarz, and Lorgelly
2021); kidney allocation systems that weigh considerations like time on dialysis,
possession of certain antibodies, and whether one is awaiting multiple organs
(Hart et al. 2017); and local child care and housing voucher allocation policies that
consider a variety of demographic, economic, and household characteristics (Bouek
2023; Zhang and Johnson 2023). Unlike predictive algorithms, these manual point
systems rely on human deliberation over which categories to weigh, rather than
training a model on historical data to optimally predict a chosen outcome (Johnson
and Zhang 2022).

A final approach is lotteries, which have been used to allocate a wide range of
goods, from slots in K-12 and professional schools (ten Cate 2021; Kim 2024) to
research grants (Liu et al. 2020) to housing assistance (Bueno, Nunes, and Zucco
2024). Lotteries may be unweighted or weighted. For example, some jurisdictions
used a weighted lottery to distribute Emergency Rental Assistance during the
COVID-19 pandemic that gave higher odds to residents of census tracts with a high
social vulnerability index (Collinson et al. 2024) and some school choice systems
give lottery priority to students in foster care or receiving welfare benefits (Kim
2024).

Targeting, Impersonality, and Public Perceptions

What organizes how people assess the fairness of these allocation methods? Al-
though many aspects of allocation approaches can influence perceptions of fairness,
we focus on two that vary most starkly: their degree of targeting and the type of
knowledge they draw upon. These two features can shape both perceptions of
procedural fairness — whether the decision-making process is fair — and distribu-
tive fairness — whether the outcomes that result are fair (Tyler 1996). For instance,
people might prefer professional human judgment because they value the holistic
knowledge that human experts can draw upon or because they think that human
judgment will produce outcomes they see as fairer. Although analytically distinct,
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process and outcome concerns often intertwine in people’s assessments (MacCoun
2005), and we do not aim to separate them in this study. Instead, we focus on
the attributes of allocation approaches that are most salient to people when they
evaluate fairness.

Scholars have documented a sustained trend of formal organizations and insti-
tutions seeking legitimacy through the use of increasingly impersonal and targeted
procedures to determine who gets what (Porter 1996; Burrell and Fourcade 2021;
Levy et al. 2021). Underpinning this embrace of rubrics, scoring systems, and,
increasingly, algorithms is the notion that more impersonal ways of knowing curtail
the influence of personal favor, thereby enhancing perceived fairness (Espeland
and Vannebo 2007; Fourcade and Healy 2017; Hirschman and Bosk 2020). Precise
targeting of resources is thought to secure public approval by enabling actors to
align outcomes with popular conceptions of deservingness (Schneider and Ingram
1993; Steensland 2006; Katz 2013). As economic reasoning has gained traction in
policy debates, scholars suggest that efficient resource targeting has become an ori-
enting ideal for organizational action, crowding out more universalist approaches
appealing to equity or rights (Berman 2022).

Predictive algorithms exemplify this shift to more targeted and impersonal
resource allocation. Accordingly, scholarly and popular accounts often portray
algorithms as enjoying greater legitimacy and perceived fairness than traditional
alternatives (Hirschman and Bosk 2020; Burrell and Fourcade 2021; Joyce et al.
2021). Yet several streams of scholarship challenge the idea that impersonality and
targeting are universally appealing to the public and predict cleavages in views of
algorithms across social groups.

People may be skeptical of impersonal approaches due to a mismatch between
how people traditionally evaluate moral worth and the case-based logic of imper-
sonal systems like bureaucratic rules and algorithms (Heimer 2001; Kiviat 2023).
These systems slot people into standardized categories or scores, allocating re-
sources based on predictive criteria without regard for common notions of moral
blameworthiness or causality (Starr 2014; Fourcade and Healy 2017; Hirschman
and Bosk 2020). This approach contrasts with the narrative knowledge commonly
required in everyday moral reasoning, where evaluators assess an individual’s
character and deservingness within the context of their circumstances (Kiviat 2023).
Consequently, the impersonality of rules and algorithms, which excludes per-
sonalized narrative information, may conflict with public expectations for moral
discernment (Grgic-Hlaca et al. 2018; Kiviat 2021). For example, automated hiring
is often perceived as unfair because it ignores potentially relevant qualitative, con-
textual information about job applicants (Newman, Fast, and Hamon 2020). More
broadly, survey respondents tend to question the fairness of applying algorithms to
decisions deemed personal rather than mechanistic in nature (Lee 2018), as in the
case explored here of evaluating students’ need for tutoring.

Greater targeting, too, may inspire opposition, especially when it stratifies access
to goods considered universal rights. The public could also express discomfort with
institutional actors “playing God” (Zhang and Johnson 2023) or engaging in social
engineering. Indeed, normative scholarship on fair allocation often positions less
precise allocation mechanisms such as lotteries as a favorable option for limiting
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potential for discrimination, favoritism, and perpetuating inequalities (Goodwin
Barbara 1992; Fang and Casadevall 2016; Vong 2020; Wang et al. 2024). However, a
lottery-based approach linking outcomes to chance could clash with commitments
to meritocracy as a dominant ideal in American society (Sauder 2020). Research on
public housing lotteries, for instance, shows lotteries are unpopular for directing
resources less precisely than alternatives (Bueno et al. 2024).

Beyond these overarching influences, additional literatures suggest cleavages
in how different social groups perceive algorithmic decision-making. Research on
attitudes toward science highlights the possibility of political polarization. Because
algorithms are often framed as a scientific approach to decision-making, conserva-
tives — who tend to be more skeptical of science’s role in public life (Gauchat 2015)
— might view algorithms with greater suspicion. This skepticism could stem from
broader concerns about the administrative-regulatory state, distrust of centralized
authority, rejection of expertise, and tensions between scientific and traditional
moral authority (Gauchat 2023). This could lead conservatives to prefer less sci-
entifically driven and more decentralized selection approaches, such as parental
requests, over algorithms.

Scholarship on unequal experiences with K-12 schools offers another lens for
identifying potential cleavages in perceptions. Although this research has not di-
rectly measured attitudes toward algorithms and status quo methods, it documents
inequalities that could inform attitudes. Schools tend to be more responsive to
advantaged, white parents who are more likely to assert their influence (Lareau
2000, 2003; Calarco 2018). In contrast, Black and Hispanic parents, regardless of
socioeconomic status (SES), often face barriers and marginalization when engag-
ing with schools (Lewis-McCoy 2014; Cartwright 2022). These experiences could
foster divergent views of the fairness of parental input: advantaged parents may
favor it, believing it ensures their influence, while lower-SES and racially minori-
tized parents might view impersonal systems like algorithms as a more equitable
alternative.

Perceptions of allocation by counselor judgment might be similarly divided.
Although counselors can ideally incorporate personalized, qualitative information,
role conflict and limited resources hinder their ability to assess students’ needs
holistically and equitably (Sattin- Bajaj et al. 2018; Blake 2020). This leads counselors
to offer generic advice and resources (Gast 2021), fostering distrust (Holland 2015).
More advantaged students, better equipped to assert their needs (Calarco 2011), may
benefit disproportionately from counselor-based systems and thus view them more
favorably. Accordingly, we might expect greater support for counselor discretion
among higher SES and white parents than lower SES and racially minoritized
parents.

The remaining impersonal status quo methods — bureaucratic rules and lotteries
— can also produce inequalities, though often in less visible ways, which may result
in more muted divides in opinion. Bureaucratic rules can collapse complex forms
of student need into crude categories such as free or reduced price lunch eligibility
(Domina, Penner, and Penner 2017; Singer 2023) or exclude high-need individuals
who lack the resources to navigate administrative requirements for proving eli-
gibility for categories like homelessness or disability (Miller and Bourgeois 2013;
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Herd and Moynihan 2019; Mirza et al. 2022). Lotteries can similarly introduce in-
equalities, as eligibility for inclusion is often determined by burdensome screening
processes that can exclude less advantaged potential beneficiaries (Frankenberg,
Siegel-Hawley, and Wang 2011; Skinner 2014; Berends 2015). However, because
these inequalities are more abstract and hidden, they may not provoke strong
attitudinal cleavages.

Algorithms and the Legitimization of Inequality

A central contention in sociological scholarship on algorithms is that the tools may
legitimize discrimination and bias. Although all allocation methods can produce
biased outcomes, scholars argue that algorithms pose unique concerns owing to
their associations with objectivity and claims of predictive validity (Benjamin 2019;
Hirschman and Bosk 2020; Burrell and Fourcade 2021; Joyce et al. 2021). These
associations can create an “appearance of objectivity that insulates controversial
decisions” (Hirschman and Bosk 2020: 350) and enable algorithms to be “promoted
and perceived as more objective or progressive than the discriminatory systems of
a previous era” (Benjamin 2019: 5–6).

This theorized relationship between algorithmic authority and the legitimization
of inequality raises important questions: Does exposure to information about
algorithmic errors that disproportionately impact disadvantaged groups influence
support for algorithms? Who is more likely to object to their use given such
information? Although the notion that algorithms provide special cover for bias is
a common refrain in the sociological literature on algorithms, it has largely gone
unmeasured and untested. To address this gap, we evaluate whether parents
express support for algorithm-based resource allocation even when confronted with
evidence of algorithmic bias.

Some allied research offers indirect support for the idea that algorithms can
make bias appear more legitimate. For example, Tilcsik (2021) demonstrates how
theories of statistical discrimination—where biased decisions result from decision-
makers relying on exaggerated realities of group differences when they lack the
information they want—can lead people to rationalize discriminatory decision-
making. The algorithmic context may amplify this dynamic, as the individualized
nature of algorithmic prediction could be seen as an advance over group-based
inferences, making such rationalizations particularly compelling.

However, a growing interdisciplinary body of scholarship suggests subgroup
differences in the degree to which algorithmic inequalities are perceived as accept-
able or legitimate. Studies on algorithmic decision-making in other domains reveal
that liberals prioritize equitable treatment across social groups more than conserva-
tives do (Jakesch et al. 2022) and are less accepting of using sensitive inputs such as
gender and race (Grgić-Hlača et al. 2022). More highly educated respondents are
also more likely to be concerned about disparate treatment (Kieslich, Keller, and
Starke 2022). Research also indicates that self-interest and group identities shape
responses to information about algorithmic bias (Pierson 2018; Bankins et al. 2022).
Those disadvantaged by the highlighted biases may grow more opposed, whereas
those believing they stand to benefit or remain unaffected may maintain support (c.f.
Grgić-Hlača et al. 2022). Members of ethnoracial groups with greater experience of
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Figure 1: Survey Flow.

institutional discrimination, such as Black respondents in the U.S. context (Jakesch
et al. 2022), may also be particularly attuned to bias against marginalized groups.

In this study, we examine whether support for algorithms changes in light of
information about bias against disadvantaged groups. Although the sociological
literature suggests that major drops in support for algorithms are unlikely, the inter-
disciplinary literature on attitudes predicts that support will wane unevenly: more
among liberal, more highly educated, and/or racially minoritized respondents and
less among more conservative, less highly educated, and/or white respondents.
Additionally, the latter set of studies suggests that those closest to the population
disadvantaged by an algorithm— lower income individuals in the vignette pre-
sented in this study—are more likely to withdraw their support than higher income
individuals who stand to be less affected by algorithmic biases.

Experimental Design

Status Quo Methods and School Context

We investigate how a key stakeholder group in K-12 schools — parents — views
the fairness of school districts using algorithms as a method to identify “high-
need” students. In our vignette-based design (Figure 1 shows the survey flow),
respondents read a vignette about COVID-19’s impact on learning loss. The vignette
then describes a district that has decided to give some students tutors to help but
lacks the resources to provide a tutor to all students in need. Thus, schools need a
method to determine which students receive a tutor.

In the vignette, we indicate that schools in the district currently use a particular
status quo method to allocate tutors, but the district is considering switching to
an algorithm that predicts whether a student will need to repeat ninth grade. The
vignette randomizes two components in a 4 x 3 design. First, and of primary interest,
is the status quo method that algorithms would replace. Respondents are random-
ized to one of four status quo conditions: counselor judgment, a weighted lottery,
parent requests, or a simple bureaucratic rule. This design tests our prediction that
the perceived fairness of algorithms is shaped by the perceived fairness of the other
allocation method being replaced.

To enable meaningful comparison, all methods that we present — both algorith-
mic and non-algorithmic — consider the same two general factors: family financial
need and student academic performance. By keeping these factors as consistent as
possible across methods, our design focuses respondents’ attention on procedural
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differences in how each method processes this information: through operationaliza-
tion in simple bureaucratic rules, as predictors in an outcome-focused algorithm, or
through the human judgment of parents or counselors. However, while we strive
for consistency in these factors, the fundamental nature of each method requires
different levels of precision in how factors are defined. For instance, the simple rule
specifies a family income cut-off, whereas the counselor judgment condition more
broadly instructs counselors to consider family financial need—a difference that
reflects the inherent contrast between rule- and human judgment-based approaches.

The vignette’s second randomized component varies the school district’s ethno-
racial composition, addressing the possibility that respondents might have varying
prototypical school districts in mind. We randomly present the district as either
majority Black and Hispanic, majority white, or integrated. In our main analyses,
we average across these ethnoracial composition conditions. Figure A1 and Table
A1 in Appendix A contain the exact vignette wording.

Information about Algorithmic Bias

After completing an initial evaluation of the algorithm’s relative fairness based
on the preceding initial vignette, respondents read an update about bias in the
algorithm. This helps us investigate whether and for whom information about bias
informs evaluations of algorithms. The update is grounded in real-world challenges
in algorithms trained on student data, which may contain incomplete records for
students who frequently change schools—a problem that disproportionately affects
lower income families (Welsh 2017):

The school district decided to use a predictive model. However, a year
into using it, the district noticed an alarming pattern. The model worked
fine for students who had been in the district since elementary school.
However, for students whose families moved around a lot, the model
incorrectly rated them as low need. That was because the model had no
test score data or grades from the students’ old districts. The students
who moved around a lot often came from lower-income families. And
the model never recommended that these students receive a tutor.

Dependent Variables

Our main dependent variable of interest is the respondent’s binary answer to
the question, “Which method for deciding which students get tutors is fairer?”
Respondents compared the predictive model to their randomly assigned status quo
method, with the two options presented in random order. Based on their answers
to this binary question, we prompted an open-ended response where we asked:
“Explain why you think [method they rated as fairer] is fairer than [other method]?”
Then, we asked respondents to indicate their degree of certainty that their selected
method was fairer on a continuous scale.

Finally, after reading the update about algorithmic bias, respondents were then
asked, “With that update in mind, which method should the school district use
to select which students get tutors?” Worth noting is that this final question asks
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respondents to make an overall evaluation of which allocation method the district
should use in light of the bias in the algorithm. Although we anticipate that these
overall evaluations heavily weight the perceived fairness of each method given the
focus of the previous questions and the update about algorithmic bias, respondents
may also form preferences based on other factors such as perceived efficiency or
expected personal benefit.

Heterogeneous Effects/Moderators

We explore heterogeneity in respondents’ perceptions across several demographic
and ideological attributes, all measured in the panel before randomization to the
vignette. The survey provider added a screening question measuring respondents’
parenting status.

We focus on two main attributes. First is the respondent’s educational attainment
as a measure of SES. Second is their political ideology (a 7-point scale ranging from
extremely conservative to extremely liberal, with the center being moderate). In the
online supplement, we show the robustness of the results to household income as
the measure of SES and partisan identification (i.e., Republican vs. Democrat vs.
Independent) as the measure of political orientation. We also present attitudes by
race/ethnicity in the online supplement.

Data

Our survey experiment was administered by NORC and fielded on the AmeriSpeak
panel through the Time-Sharing Experiments in the Social Sciences (TESS) program.
AmeriSpeak is a probability-based panel where panelists are recruited through
mail, telephone, and in-person field outreach. NORC makes special efforts to
increase sample representativeness through supplementing U.S. Postal Service
address lists with addresses that enhance sample coverage for rural and low-income
households, and in-person field outreach that enhances sample representativeness
of young adults, lower SES households, non-Internet households, and other hard-
to-reach groups. From this panel, to help with the study’s statistical power to detect
differences between parents, NORC over-sampled current parents of K-12 students,
providing survey weights that adjust for this over-sampling.

The survey was fielded in November 2021, when discourse around K-12 schools
began to shift from debates about COVID-related closures to debates about recovery
efforts. The final sample was comprised of N = 5, 606 respondents who fall into
three mutually exclusive categories: never or not yet parent (N = 1, 234; 22 percent
of the sample), current K-12 parent (N = 2, 665; 48 percent of the sample), and
parent but not K-12 (children younger or older) (N = 1, 713; 30 percent of the
sample). For our main results, we focus on the N = 4, 378 current or ever parents
to probe the views of the stakeholders who comprise the most relevant audience
for algorithms in K-12 schools. The study was pre-registered at the following link:
https://osf.io/fjb56/.

Figure 2 shows the demographic attributes of the parent respondents. All
descriptive and inferential analyses and figures are re-weighted using either the
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Figure 2: Sample composition: current or ever K-12 parents.

general population survey weight or the parent oversample weight. Important, for
the forms of heterogeneity we examine, the sample demographics broadly match
the U.S. population distribution. Notably, we have a nationally representative
sample of politically conservative respondents, which stands in contrast to the
skewed political composition of convenience samples such as Amazon Mechanical
Turk commonly used in past studies of attitudes toward algorithms.

Analytic approach

Quantitative-dependent variables

We first examine whether respondents’ fairness ratings differ significantly between
allocation methods, conducting two-tailed tests of differences-in-proportions sep-
arately for each randomly assigned status quo method. Then, we estimate the
relationship between respondent attributes and the method that respondents rated
as fairer, again separately for each status quo method. We use logistic regression
where the dependent variable is whether a respondent rated the status quo method
as fairer and the predictor is the respondent’s value for a focal attribute (e.g., educa-
tional attainment). Finally, among respondents who initially rated the algorithm as
fairer, we examine which groups were mostly likely to recommend against using
an algorithm after reading the update about algorithmic bias. All analyses are
weighted to account for the national sample and parent oversample.

Large language model-assisted coding of open-ended qualitative re-
sponses

We combined manual human coding with machine learning to analyze respondents’
open-ended explanations of why they saw their chosen allocation method as fairer.
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The two authors each manually coded a separate random sample of open-ended
responses in the parent analytic sample (N = 422 total; N = 211 per coder). The
random sample was stratified along three dimensions: the status quo condition to
which the respondent was randomized, whether the respondent rated the algorithm
as more fair, and whether the respondent supported using the algorithm after
reading the informational update about algorithmic bias (with the third stratifying
factor kept blind to us as coders). We first read a small subset of free responses
to identify recurring themes in the reasons offered. Based on this initial review
of responses, we developed a coding scheme that coded the (1) salience and (2)
normative valence (positive or negative) of two attributes of allocation methods:
their degree of targeting and whether they drew on impersonal, rather than personal,
knowledge. We manually coded all open-ended answers in the stratified random
sample following this coding scheme.

We then extended the coding scheme to the remaining survey responses using
a large language model (LLM). LLMs are AI systems that process and generate
human language after being trained on vast amounts of text. Recent research has
shown that when provided effective instructions (called a “prompt”), LLMs can
code texts with a high degree of accuracy even with limited specialized task-specific
training (Chae and Davidson 2023; Törnberg 2024).

We randomly split our human-coded responses 80-20: we used 80 percent of
the coded responses to iteratively test and refine a detailed prompt that conveyed
our coding scheme and reserved 20 percent to evaluate the model’s performance on
new observations after we refined the prompt. We tested prompts on several LLMs,
including GPT-4o, GPT-4o mini, Claude 3 Opus, and Claude 3.5 Sonnet. Overall,
we found Claude 3.5 Sonnet coded the survey responses most accurately, with the
best performing prompt achieving accuracies of 86–91 percent and weighted F1
scores of 0.87–0.93 on the validation set across the coding tasks (see Appendix B
for more complete predictive performance information). The full prompt that we
used is presented in the online supplement. We applied this prompt to code all
remaining uncoded responses in our data set (N = 3, 890; excludes empty, fully
numeric, and nonsensical responses).

Results

Main Patterns and Cleavages

A majority of parents think the predictive algorithm is a fairer way to ascertain
student need than each status quo method (Figure 3 and Table S1 in the online
supplement; see Table S2 in the online supplement showing demographic balance
across the conditions). The lottery was perceived as the least fair, with 81 percent of
parents thinking the algorithm was fairer and with respondents randomized to that
status quo method also rating the algorithm highest on the continuous measure
of fairness. As we discuss later in our analysis of qualitative data, the majority of
parents thought algorithms were fairer because they were concerned that a lottery
would waste resources through its lack of targeting. We see no differences in these
fairness ratings across the school racial/ethnic contexts respondents were assigned
to (see Table S3 in online supplement).
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Figure 3: Proportion of parents who think the algorithm is fairer than each status quo method and mean
fairness ratings (weighted): The continuous rating has a value of 1 = status quo method definitely more
fair to 5 = algorithm definitely more fair, with higher values showing more confidence in the algorithm’s
fairness.

Yet the overall perception of algorithms as the fairest way to allocate tutors
conceals significant heterogeneity among parents for some methods. Although we
pre-registered that we expected a parent’s race/ethnicity to shape their views of
fairness, our results show few consistent patterns along that dimension (Table S4
and Figure S2 in the online supplement). Instead, we see that two background
attributes—parent educational attainment and parent political ideology—are more
significant sources of cleavages in fairness perceptions (Figure 4; Tables S5 and S7
in the online supplement).

In contrast to our initial expectations based on work on opportunity hoarding
by higher SES parents in K-12 education (Calarco 2018; Lareau 2000, 2003), higher
SES parents are substantially more likely than lower SES parents to rate algorithms
as fairer than parent requests and counselor discretion. While 70 percent of parents
with a college degree or higher rate algorithms as fairer than parent requests, only 40
percent of parents with a high school (HS) degree or less do. Similarly, more highly
educated parents are more likely to think algorithms are fairer than counselors
compared to less highly educated parents. Table S6 and Figure S3 in the online
supplement show that these results are robust for measuring SES using income.
While we hypothesized that lower SES parents might view parent requests and
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Figure 4: Proportion of parents who think the algorithm is fairer by educational attainment and political
ideology (weighted).

counselor discretion as unfair because those parents are more attuned to how such
approaches might favor higher SES parents, we see the opposite pattern. Lower
SES parents instead view counselor discretion and parent requests as fairer despite
research showing that the methods disadvantage these same parents.

Consistent with literature on political polarization in attitudes toward science
and skepticism of elite authority, politically conservative parents are far less likely
than liberal parents to rate algorithms as fairer than parent requests, with this
result robust to measures of partisan identification (Table S8 and Figure S4 in the
online supplement). While only 32 percent of conservative parents view algorithms
as fairer than parent requests, 62 percent of liberal parents do. Unlike with SES,
however, we do not observe polarization around counselor discretion, the other
more personal method. Combined, these findings suggest that conservative parents
particularly value decentralized personal expertise.

We find less divergence between parents in views of lotteries and rules, aligning
with our expectations. Lotteries, in particular, were consistently rated as less fair
than algorithms by a large majority of respondents across groups. Table S9 in the
online supplement shows the results among parents are similar to those within the
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general population sample; while parents are more likely than non-parents to view
parent requests as fair, all groups rated the algorithm as fairer than lotteries and
simple rules.

Mechanisms: Which Attributes of Selection Methods Are Salient and
Valued or Disvalued?

The previous results show cleavages in the perceived fairness of algorithms that are
more or less sharp depending on what status quo method algorithms are contrasted
with. Nearly all respondents view algorithms as fairer than a lottery. Meanwhile,
cleavages emerge among parents when they compare algorithms to other selection
methods such as parent requests and counselor discretion.

These main quantitative results leave unanswered why parents rate allocation
methods as they do. From systematic coding of parents’ open-ended explanations,
we identify two key attributes parents regularly focus on to assess fairness: (1) how
finely a method targets tutors based on student need and (2) whether a method
draws more on impersonal or personal forms of knowledge about students. In this
section, we examine when these attributes — targeting and impersonality — are
most salient to parents judging the relative fairness of methods, as well as whether
these attributes are thought to enhance or diminish a method’s perceived fairness.

Focusing first on targeting, we find that the primary driver of respondents’
dislike for lotteries is a belief that the method insufficiently distinguishes between
students based on need. As one respondent (white non-Hispanic, moderate, high
school (HS) or less) explained, the algorithm was fair “because picking a lottery may
miss a student that really needs it.” A broad cross-section of respondents shared
similar views, perceiving allocating tutors based on luck as arbitrary and inefficient.
For instance, one respondent (multiracial, liberal, and some college) noted that “The
predictive model would select the students most likely to benefit. The lottery would
reward student’s luck, if selected. Theoretically, the lottery could assign a tutor to a
student not needing one.” Another respondent (white non-Hispanic, conservative,
college or professional school) similarly observed, “The lottery randomly selects
students, some of which won’t even graduate. The model looks at those that willl
[sic] benefit and make better use of the tutor.”

Parent concerns about targeting also contributed to their views of algorithms as
fairer than a simple rule. Parents reasoned that the algorithm was fairer because
they believed it took more information into account. For instance, one parent (white
non-Hispanic, conservative, college or professional school) argued: “Test scores
alone do not paint a complete picture od (sic) a student. The predictive model seems
more indepth. It analyzes the data over a longer period of time. Students are more
than just one test score, and their family financial situation. The predictive model
looks at multiple data points in order to consider which students would benefit most
from this individualize support.” Others objected to the way that family income
played a large near-deterministic role in the simple rule, with one respondent (Black
non-Hispanic, liberal, college or professional school) in this category arguing: “A
student[’s] ability to excel in the classroom should be determined by their exams,
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Figure 5: Salience and valence of targeting and impersonality in open-ended responses comparing algo-
rithms and status quo methods. Proportion agreeing more targeting/impersonal is good is calculated
among those for whom the dimension was salient and who gave a response with a clear salience (either
positive or negative).

test scores, attendance and attention span. Their family income should not be a
determining factor.”

Zooming out to the full qualitative sample, Figure 5 shows nearly uniformly
high support among parents for the idea that greater targeting is good, with the
attribute made most salient when the algorithm is contrasted with a lottery.

In contrast, when we turn to impersonality and what form of knowledge should
guide assessments of need, we observe sharp cleavages between parents who
saw parent requests or counselor discretion as fairer—who earlier results showed
tend to be more conservative and have lower educational attainment and income—
and those who saw algorithms as fairer. Figure 5 shows that while nearly every
respondent who rated algorithms as fairer thought impersonal knowledge enhanced
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Table 1: Contrasting views about the fairness of algorithms versus parent requests.

Quote Respondent Demographics Rated as Fairer

“Sometimes the students who need the most do
not have parents asking for help. Data needs to be
put in place to make site [sic] students who truly
need the help get it!”

White non-Hispanic, Liberal, Col-
lege or professional school

Algorithm

“The algorithm is a neutral party, it is looking
purely at data and statistics and doesn’t care who
the student is, what color they are, etc., a parent
deciding is too personal, a parent might want their
kid to get a tutor when the kid doesn’t really need
one or visa versa.”

White non-Hispanic, Liberal,
High school or less

Algorithm

“If a parent sees that their child struggles, they
should be able to request additional help vs. data
and statistics determining who gets additional
help. It is fairer when tutors are available by re-
quest of a parent or a guardian.”

White non-Hispanic, Conserva-
tive, College or professional
school

Parent requests

“If the district only has a limited amount of money
to spend on tutors than [sic] it should go to those
families who see the need and reach out to the
schools. The act of reaching out shows parental
involvement at a level that will most likely ensure
the tutoring won’t be wasted on students and fam-
ilies not committed to the students success.”

White non-Hispanic, Conserva-
tive, Some college

Parent requests

fairness, nearly every respondent who rated parent requests or counselor discretion
as fairer thought impersonal knowledge reduced fairness.

To illustrate in the case of parent requests, Table 1 shows the responses of
four parents who all highlighted the impersonality of the algorithm and/or the
personal nature of parent knowledge in their open-ended explanations. The first two
parents, who saw the algorithm as more fair, attach a negative normative valence
to personal parent knowledge (“a parent deciding is too personal”) and worry
that personal knowledge can be a source of inequality. They see the impersonal
nature of algorithmic knowledge as a useful tool for combating inequality. In
contrast, the latter two parents attach a positive normative valence to personal
parental knowledge. They assert that parental knowledge is fairer as a basis for
claims-making or suggest that parent involvement itself predicts tutoring having a
more beneficial impact on the student. These normative valences undergird parents’
perceptions of the relative fairness of the algorithm and parent requests.

In the case of counselor discretion, we similarly see that the personal nature
of counselor knowledge is salient to all parents, but parents attach different nor-
mative valences to that knowledge. Table 2 shows how some parents worry that
a counselor’s personal perspective and feelings will “cloud their judgment” and
engender bias. Others instead see counselors knowing students and families with
their “innate sense” as a source of more fine-grained, contextualized, and accurate
information about student need.
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Table 2: Contrasting views about the fairness of algorithms versus counselor discretion.

Quote Respondent Demographics Rated following as Fairer

“It takes away the personal perspective. A
person’s feelings about a kid won’t cloud
their judgement on if they get additional
help or not.”

Hispanic, Liberal, Some college Algorithm

“The counselor can have personal feelings
toward a student that may prevent stu-
dents who really need tutors from receiv-
ing them. A predictive model allows us
to look at factual data and form a logical
conclusion.”

White non-Hispanic, Liberal,
Some college

Algorithm

“People have an innate sense and, while
they could certainly use a computer pro-
gram to analyze data, their experience
and simply asking the child how they
are doing will probably trump data-base
knowledge in most every school setting.”

Hispanic, Conservative, College
or professional school

Counselor discretion

“The predictive model doesn’t SEE what’s
going on. A person does. They know the
people, they know their situations, their
behaviors, and sometimes, what’s actu-
ally going on in their homes. They can
make the decisions based on what they
observe...”

White non-Hispanic, Conserva-
tive, HS or less

Counselor discretion

Quantitative analyses show that, beyond these four examples, placing normative
value in the personal knowledge of counselors or parents serves as a key mechanism
that explains why lower SES, politically conservative parents view these methods as
fairer than algorithms. Table S10, focused on these two status quo methods, shows
that these groups, along with Black and Hispanic parents, are significantly more
likely to see more impersonal forms of knowledge in a negative light.

Which parents recommend against the algorithm after an update
about algorithmic bias?

The qualitative results show that two factors shape parents’ evaluations of algorith-
mic fairness: the importance of targeting resources based on student need (nearly
universally endorsed among parents) and whether knowledge of that need should
come from data or the personal expertise of parents or counselors. The update
parents then read about algorithmic bias, which notes how the algorithm fails to
flag low-income students who move around a lot as needing help, challenges one
of the core stated advantages of the algorithm: its accurate assessment of student
need. Which parents, despite reading about this bias, recommend that the district
use the algorithm?
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Figure 6:Which groups are most likely to recommend against the algorithm’s use after reading the informa-
tional update about algorithmic bias? The left panel displays the proportion of respondents who initially
deemed the algorithm fairer before the update. The right panel shows the the proportion of respondents
who initially rated the algorithm as fairer who then recommend against its use following the update about
bias. The dotted line indicates the overall proportion of respondents who oppose the algorithm’s use.

Overall, 63 percent of parents initially rated the algorithm as the fairer method
compared to the status quo. After reading the update about bias, 43 percent of
parents recommended that the district use the algorithm. Among those who initially
rated the algorithm as fairer, 37 percent recommended against its use after reading
the update.

Figure 6 and Table 3 disaggregate these views across groups. After reading the
update, parents who initially saw the algorithm as fairer varied in their likelihood
of supporting the algorithms’ use. Those with incomes under $30,000—the group
closest to the algorithm’s failure for low-income students— were among those most
likely to oppose implementation. We also find that parents with a high school level
of education or less were more likely to oppose the algorithm than parents with a
college degree or more, contradicting our initial expectation that parents with more
education might be more concerned about bias. This result is instead consistent
with social groups who are more proximate to those whom an algorithm would
disadvantage being more likely to contest its use.

Furthermore, we find that among those who initially rated the algorithm as
fairer, parents identifying as Asian non-Hispanic, multiracial, or another category
were more likely to recommend its use after the update than other parents. In par-
ticular, Asian parents initially rated algorithms as fairer than did other ethnoracial
groups and show among the highest support for implementation after the update,
perhaps informed by broader political debates about anti-Asian discrimination in
U.S. education that were highly salient when this survey was fielded (Lee 2021).
Meanwhile, Hispanic and Black non-Hispanic parents’ support for algorithms af-
ter the update was comparable to that of white non-Hispanic parents. Finally, in
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Table 3: Among respondents who rated an algorithm as fairer, who recommends against an algorithm’s use
after learning about algorithmic bias? Positive = more likely to turn against algorithms.

Dependent Variable: Recommends against Algorithm

Race/Ethnicity Educ. Income Ideology

Multiracial or other −0.111
(ref: non-Hispanic white) (0.050)

p = 0.027*

Asian −0.089
(ref: non-Hispanic white) (0.040)

p = 0.028*

Black non-Hispanic 0.036
(ref: non-Hispanic white) (0.030)

p = 0.236
Hispanic 0.047
(ref: non-Hispanic white) (0.026)

p = 0.074
High school or less 0.099
(ref: College+) (0.021)

p = 0.00001***

Some college 0.039
(ref: College+) (0.023)

p = 0.093
Income: <$30,000 0.077
(ref: Income >$100,000) (0.026)

p = 0.004**

Income: $30-$60,000 0.025
(ref: Income >$100,000) (0.026)

p = 0.326
Income: $60-$100,000 −0.011
(ref: Income >$100,000) (0.025)

p = 0.668
Moderate (ref: liberal) 0.004

(0.025)
p = 0.881

Conservative (ref: liberal) −0.030
(0.026)

p = 0.237
Constant 0.376 0.338 0.358 0.387

(0.011) (0.014) (0.017) (0.012)
p = 0.000*** p = 0.000*** p = 0.000*** p = 0.000***

Observations 2, 791 2, 791 2, 791 2, 689

Note: * p < 0.05; ** p < 0.01; *** p < 0.001
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contrast to our initial predictions based on research showing that liberals are more
sensitive to between-group inequalities, we find no significant differences in the
rate at which parents recommend against the algorithm by political ideology after
the update.

Discussion

Predictive algorithms exemplify the ongoing shift toward more impersonal, quanti-
fied, and technocratic allocation procedures (Porter 1996; Burrell and Fourcade 2021;
Levy et al. 2021; Berman 2022). Although some people associate these characteris-
tics with fairer allocation, others find them objectionable. We show that contrasting
algorithms with traditional allocation methods helps clarify the factors that drive
public perceptions of the fairness of using predictive models to distribute society’s
benefits and burdens.

Using the case of algorithms to assess student need in K-12 schools, we found
that most parents judged algorithms as fairer than conventional methods. However,
this overall pattern concealed significant divides in perceptions. Although we did
not observe major differences by race/ethnicity, lower SES and politically conserva-
tive parents rated counselor discretion (SES only) and parent requests (both groups)
as fairer. Open-ended responses revealed mechanisms behind these evaluations.
Nearly all parents valued more precise targeting, but parents disagreed on the
fairness of assessing need via an algorithm’s impersonal approach versus a parent
or counselor’s personal approach. Lower SES conservative parents favored per-
sonal knowledge, whereas higher SES liberal respondents preferred the impersonal
knowledge of algorithms, which they saw as more reliable for identifying high-need
students who lack strong personal advocates. Thus, judgments of algorithms in
schools reflect broader cleavages in trust in technocratic expertise. Other research
shows how reformers advocating for the adoption of early warning systems em-
phasize the efficiency gains of using data for targeting and having that data draw
on impersonal knowledge about students (Trinidad 2024). Our findings show how
the fairness perceptions of higher SES liberal parents mirror the reformers’ logic
but that the logic is far from universal among all parents.

Our findings also highlight a disconnect between how scholars or elites assess
the fairness of allocation approaches and how the public perceives them. Although
some research has explored subtle ways lotteries can create inequalities (Franken-
berg et al. 2011; Skinner 2014; Berends 2015), lotteries are commonly elevated in
scholarly discourses as a fair, inequality-reducing method because they tie outcomes
to luck rather than individual circumstance (Goodwin 1992; Fang and Casadevall
2016; Vong 2020; Wang et al. 2024). However, parents in our study do not share this
view, consistently rating lotteries as substantially less fair than other approaches
across all demographic groups. Moreover, despite research warning that linking
assistance to parental advocacy likely exacerbates inequality (Lareau 2000, 2003;
Lewis-McCoy 2014; Calarco 2020; Cartwright 2022), this approach enjoyed high
fairness ratings. This was especially true among lower SES parents, the very group
the literature predicts is most likely to be disadvantaged by such a system. These
results demonstrate the need for empirical studies of perceptions, as they may
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reveal discrepancies between theoretical portrayals of allocation methods and their
reception by stakeholders on the ground.

Our finding that greater targeting is nearly universally valued aligns with
accounts of the deep institutionalization of efficiency-based approaches in policy-
making (Berman 2022), indicating the take-up of such logics among the general
public who worry about wasting resources. However, our finding that imperson-
ality polarizes the public challenges the widespread assumption that quantitative,
impersonal approaches are broadly seen as more legitimate due to their associations
with objectivity. The divide we observe — higher SES liberal respondents viewed
impersonality as an asset for reducing bias, whereas lower SES conservative respon-
dents saw it as a liability that misses crucial information about the whole person —
mirrors broader cleavages in American public attitudes toward science. Gauchat
(2011) posits that one source of lower trust in science is institutional alienation,
or feeling “discontent with abstract bureaucratic systems” (p. 755). Those with
lower trust view scientific knowledge as only one credible way of knowing along-
side commonsense and religious knowledge. Conservative parents’ open-ended
responses expressed concern that algorithms overlook crucial information, such as
a parent’s engagement level or receptivity to help, which they believe is essential for
the effectiveness of assistance. These responses reveal how attitudes toward major
institutions such as science shape or guide perceptions of related technologies and
methods.

Scholars warn that algorithmic decision-making may be disproportionately
applied to the least powerful segments of society (Madden et al. 2017; Eubanks
2018; Barabas et al. 2020; Rona-Tas 2020). This study points to a mechanism that
could sustain such a dynamic. We find uneven responsiveness to information about
bias against vulnerable groups: lower income parents and parents with lower levels
of education, groups more closely connected to those harmed by the algorithm’s
bias, opposed algorithms more than did higher income and more highly educated
respondents. This suggests that information about algorithmic bias may be less
persuasive for more powerful members of society, who tend to be less exposed to its
harms, possibly perpetuating the application of algorithms to marginalized groups.

From a policy perspective, this article is among the first to examine public
attitudes toward a widespread but often hidden technology: early warning pre-
diction models that identify students at risk of adverse academic outcomes (U.S.
Department of Education 2016; Feathers 2023; Perdomo et al. 2023). The political
polarization we find over algorithms versus parent requests suggests potential
spillover from polarization on issues such as race, gender, and sexuality in school
curricula, which have galvanized parents along political lines and intensified de-
bates about “parent rights” in the United States (Baldwin Clark 2023; Filimon and
Ivănescu 2023; Kelly 2023). Indeed, this study was fielded at a time when parent
rights discourse was especially salient (Figure S1 in the online supplement shows
the overlap with the fall 2021 midterm elections). One limitation of the present
survey-based study is that it leaves the question of whether these expressed atti-
tudes translate into real-world policy inputs. Future research should investigate
whether the attitudes uncovered here align with positions taken in public forums
like school board meetings.
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Future research should also compare perceptions of fairness against the actual
distributive or procedural fairness of different allocation methods. Unlike other
areas of attitudinal research where perceptions can be juxtaposed against widely
accepted social science indicators or stylized facts, such as established rates of
intergenerational mobility or political polarization (Levendusky and Malhotra
2016; Cheng and Wen 2019), there is a more limited empirical research base on
the fairness implications of algorithms. Not only are there numerous competing,
sometimes mutually incompatible notions of fairness in the literature (Friedler,
Scheidegger, and Venkatasubramanian 2021; Corbett-Davies et al. 2023), the impacts
of using algorithms rather than other allocation methods can vary considerably
across decision-making domains and local contexts (Albright 2023; Eiermann 2024).

Moving forward, future research could pair studies of on-the-ground fairness
impacts in specific contexts with perceptual surveys of stakeholders and the public.
Doing so in the context of schools, for instance, could reveal if the present results
indicate that parents are overly optimistic or pessimistic about algorithms relative
to status quo methods. Exploring when and where perceptions diverge from the
outcomes of algorithms can help both refine operationalizations of algorithmic fair-
ness (e.g., some parents viewing it as essential to incorporate a human component)
and reveal how the framing of allocation methods can hide resultant inequalities.

Methodologically, this work contributes to the burgeoning interdisciplinary
literature on lay perceptions of algorithms by asking respondents to evaluate algo-
rithms against a range of real-world alternatives (Starke et al. 2022). This approach
moves beyond the human versus machine dichotomy prevalent in past research.
Our findings demonstrate that support for algorithms and the factors driving fair-
ness evaluations vary depending on the counterfactual presented. Although many
critiques and analyses of algorithms typically contrast them with unfettered human
discretion or assess their properties in isolation, our study highlights the value of
acknowledging that stakeholders with firsthand experiences of institutions adopt-
ing these technologies may evaluate algorithms in relation to other status quo
alternatives they have encountered.

Although one strength of our design was its comparison to real-world allocation
methods, future research could further refine how to probe the impacts of learning
about algorithmic bias. Our study used a clearly marked “update” and then imme-
diately asked respondents about their views. Although this likely shifted all groups
toward more negative views of using an algorithm, not biasing our interpretation of
between-group differences, future research could investigate whether more subtle
ways of signaling bias also sway views. In addition, the update about bias only
highlighted biases in the algorithm, not biases in each of the status quo methods.
Future research could explore how presenting information about biases in both
status quo and algorithmic methods affects views.

This study focused on probing the perceived fairness of allocation methods
and parents’ recommendations for which method to use. However, the study
design may have influenced the results. Participants first answered questions
about algorithmic fairness and received information about algorithmic bias before
being asked which method districts should use. This sequencing likely primed
respondents to prioritize fairness considerations in their recommendations. Future
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research could explore how highlighting other attributes, such as an allocation
method’s “efficiency” or ease of implementation, influences preferences.

Future research should also explore how perceptions of fairness, and the im-
portance placed on targeting and impersonality, differ across the various kinds of
algorithms used in education, such as those used to predict academic success or
self-harm, and in different institutional and national contexts where other status
quo approaches might prevail (Bergman, Kopko, and Rodriguez 2021; Collins et al.
2021; Engler, 2021). A promising direction could be to investigate how the social
meaning of the allocated resource — be that a kidney, housing assistance, or a
scholarship — shapes the perceived moral appropriateness of technocratic target-
ing versus universalist allocation. In the school context, scholars could examine
how attitudes vary when the allocated good is a highly sought-after competitive
resource for getting ahead, like spots in selective magnet schools, as opposed to the
compensatory resource for “catching up” that we study. Would liberal, high-SES
parents maintain their support for algorithms if they were used to assess merit
rather than need in such contexts?

Amidst calls for greater stakeholder engagement in the design and implementa-
tion of decision-making algorithms, our study sheds light on the potential contours
of stakeholder responses. In the case of algorithms to predict need for help in K-12
schools, we find that overall acceptance of algorithms masks significant divisions
that align with broader social and political cleavages around trust in science, ex-
pertise, and public institutions. Our findings also suggest that the concerns about
inequality and bias that animate scholarly and elite media critiques of algorithmic
decision-making resonate unevenly with the public. As algorithms increasingly
make critical decisions across many domains of social life, understanding the rea-
sons people embrace, question, or reject algorithms will shed light on factors that
could fuel or limit their adoption and influence.
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Appendix

Appendix A: Survey Wording

A [school district where 90% of students are white/school district where 90% of students are Black or
Latino/school district where 45% of students are white and 45% of students are Black or Latino] is facing
COVID-19 learning losses. Although some students are doing fine, others are struggling.
To help struggling students, the district is pairing some ninth-grade students with a tutor who
meets with the student multiple times per week during the school day to help the student catch
up academically.
The problem: Unfortunately, one-on-one tutors are very expensive and the district only has
enough money to provide tutors to 15 percent of the many students who have fallen behind.
How do schools decide which students get tutoring? [randomized to status quo method outlined
below]
However, an analytics team within the district has proposed a new method: switching to an
algorithm / predictive model. The predictive model would analyze the student records of every
student in the district from the past 10 years—such as test scores, grades, attendance, and family
financial need—to learn what factors predict whether a student is likely to fail ninth grade.
The model would then use what it learned to identify current students who are most likely to
need to repeat ninth grade. School counselors would then provide tutors to students the model
recommends.
Summary: We want your opinion about how the school district’s leadership should decide which
students get tutors:

• How the school district initially gave tutors: school counselors have [used other method]
• How the school district could give tutors: school counselors would use an algorithm or

predictive model

Figure A1: Vignette wording
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Table A1: Vignette and dependent variable wording.

Category Order Wording

Status quo methods in vignette (random-
ized to one)
Educator discretion 1 “Initially, guidance counselors have been using their judgment and personal

knowledge of students to decide which students to provide with tutors. The
district encouraged guidance counselors to weigh students’ academic records
and family financial need when selecting students.”

Lottery 1 “Initially, the school district has been using a lottery. All students were eligible,
but the district gave students who demonstrated academic and financial need
better odds of being randomly chosen.”

Parent requests 1 “Initially, the district has been using parents’ requests. The district has en-
couraged parents to only request tutoring if they believe that their child needs
it based on their academic record and the family does not have the financial
means to pay for a tutor.”

Simple rule 1 “Initially, guidance counselors have been using a test score and family income
cutoff set by the school district to decide which students get tutors.”

Comprehension check
Stating in their own words what the
predictive model is

2 “Can you explain briefly in your own words what it means for the school
counselor to use a predictive model to choose which students get tutors? As
a reminder, a predictive model would analyze the student records of every
student in the district from the past 10 years—such as test scores, grades, and
family financial need—to learn what factors predict whether a student is likely
to fail ninth grade to predict which students have the highest need.”

Quantitative ratings
Forced choice between predictive
model and other decision-making
method

3 “Which method for deciding which students get tutors is more fair?”

Binary choice of efficiency 5 “You’ve selected (inserts method they chose as more fair) as more fair. The
district is pressed for time. Which method do you think would save them the
most time in selecting which students get tutors?”

Continuous rating of predictive model 6 “When comparing [inserts other method] to the predictive model, how would
you rate how certain you are about which is fairer?” Answer choices: 1 =
[Insert other method is definitely more fair], 3 = I’m not sure which is more
fair, and 5 = Predictive model is definitely more fair

Qualitative response
Explanation for why chosen method is
more fair

4 “Explain why you think the [inserts method they chose as more fair] is more
fair than the [inserts method they said was less fair]”

Question after status update 7 With that update in mind, which method should the school district use to
select which students get tutors?

Additional demographics
Parenting status 8 “Please select which of the following best describes your parenting status: (1) I

am a current parent of school-age children (0-18), (2) I am a former parent of
school-age children (children 19+), (3) I am not a current or former parent of
school-age children”

ZIP code 9 “Please provide your ZIP code”
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Appendix B Large Language Model Performance on Coding Open-
Ended Survey Responses

Table B1: Performance on identifying the salience of targeting and impersonality in survey responses in the
training and validation sets: The training set observations were used to develop the prompt for Claude 3.5
Sonnet (model version from June 20, 2024), whereas the test set observations were reserved for evaluation.
Salience was a binary classification task (either salient or not salient).

Training Set Validation Set

Accuracy Precision Recall F1 Score Accuracy Precision Recall F1 Score

Targeting 91% 0.90 0.97 0.94 90% 0.94 0.91 0.93
Impersonality 91% 0.96 0.88 0.92 86% 0.94 0.85 0.89

Table B2: Performance on identifying the valence of targeting and impersonality in survey responses
in the training and validation sets: The training set observations were used to develop the prompt for
Claude 3.5 Sonnet (model version from June 20, 2024), whereas the test set observations were reserved for
evaluation. Valence was a multi-class classification task. For each dimension, we pooled observations where
the dimension was not salient and where its valence was unclear as we do not distinguish between them
in the main analysis presented in the article. Macro F1 score is the simple average of the F1 scores for each
class, weighing all classes equally. Weighted F1 score is the average of the F1 scores for each class, weighted
by the number of true instances for each class to account for imbalance in the frequency of the classes.

Training Set Validation Set

Accuracy Macro F1 Weighted F1 Accuracy Macro F1 Weighted F1

Targeting 89% 0.82 0.89 88% 0.78 0.87
Impersonality 91% 0.91 0.91 91% 0.91 0.91
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