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Abstract: For decades, researchers have sought to understand the separate contributions of age, period, and cohort (APC) on a wide range of outcomes. However, a major challenge in these efforts is the linear dependence among the three time scales. Previous methods have been plagued by either arbitrary assumptions or extreme sensitivity to small variations in model specification. In this article, we present an alternative method that achieves partial identification by leveraging additional information about subpopulations (or strata) such as race, gender, and social class. Our first goal is to introduce the cross-strata linearized APC (CSL-APC) model, a re-parameterization of the traditional APC model that focuses on cross-group variations in effects instead of overall effects. Similar to the traditional model, the linear cross-strata APC effects are not identified. The second goal is to show how Fosse and Winship’s (2019) bounding approach can be used to address the identification problem of the CSL-APC model, allowing one to partially identify cross-group differences in effects. This approach often involves weaker assumptions than previously used techniques and, in some cases, can lead to highly informative bounds. To illustrate our method, we examine differences in temporal effects on wages between men and women in the United States.
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The social sciences have long focused on studying changes in disparities among different groups—including but not limited to those based on race, gender, education, and social class—in various outcomes. At the core of much of this research is the objective of identifying the relative importance of aging, period-related, and cohort-based factors in creating trends in disparities observed among groups. For instance, in the context of wage disparities between men and women, the causes could range from changes in the age distribution, to period-related factors like changes in economic and employment opportunities, to cohort-based factors that reflect enduring generational differences in educational attainment or underlying values and attitudes.

However, as is well known, it is extremely difficult to identify the independent effects of age, period, and cohort (APC) variables in a given data set. This is due to the APC identification problem, or the fact that each of the temporal scales is a linear function of the others such that period = age + cohort (for a discussion, see O’Brien 2015; Fosse and Winship 2019a). For example, if a researcher follows a single birth cohort of men and women, one cannot tell whether observed changes in the gender gap in earnings are entirely due to age or period effects because the age and period variables have advanced in parallel. Similarly, when comparing two cohorts at the same age, one cannot tell whether changes in a gender earnings
gap are due to cohort or period effects as the two cohorts differ not only in their year of birth but also in the year in which their earnings are observed, reflecting a possible period effect.

Despite the difficulties posed by the identification problem, Fosse and Winship (2019b) have shown that much can be learned from the data using what they call a bounding approach. Specifically, they show how theoretically driven assumptions about the size, sign, and/or shape of one or more of the three underlying APC effects over a range of the data can be used to derive bounds on the parameters of interest. In some cases, depending on the nature of the data and the particular assumptions invoked, the bounds obtained can be very narrow (i.e., highly informative).

We have two primary objectives in this article. The first is to introduce what we call the cross-strata linearized APC (CSL-APC) model, a reparameterization of the traditional APC model that is uniquely suited for the analysis of group disparities. Like the traditional APC model, the CSL-APC model is used to specify the possible separate effects of age, period, and cohort. However, instead of explaining an overall outcome in a population, the CSL-APC model is used to explain the difference in an outcome across strata (or subpopulations) such as gender, social class, and geographic region. We do this by defining the between-group differences in age, period, and cohort effects as the estimands of interest.

The CSL-APC model, similar to the traditional APC model, is not fully identified. Accordingly, our second objective is to show how the bounding approach of Fosse and Winship (2019b) can be extended to examine between-group differences in APC effects. We build on their core idea that theoretically driven assumptions can help set bounds on temporal effects, thereby achieving partial identification. A potential advantage of focusing on partial identification of between-group differences in effects is that it changes the nature of the theoretical assumptions required. Instead of assumptions about the effects of age, period, and cohort on the overall levels of an outcome, assumptions are made about the effects of the three APC variables on differences between groups. In some cases, these theoretical assumptions may be more plausible than separate assumptions for each group as in a typical APC analysis.

To illustrate our approach, we analyze the wage gap between U.S. men and women using annual supplemental data from the Current Population Survey from 1976 to 2019. Under a limited set of assumptions, our analysis shows that cohort replacement effects have driven continued progress in women’s relative pay but that this progress has been partially offset by stagnating period effects since the 1990s. These results provide valuable insights into the dramatic change in gender wage inequality over the past four decades, as well as the slowing of the “gender revolution” since the 1990s (England, Levine, and Mishel 2020).

In the following sections, we first present our empirical example and then briefly review the most commonly used APC techniques for identifying the sources of change in cross-group disparities. We then discuss the related literature that attempts to explain temporal shifts in the gender wage gap. Next, we introduce the CSL-APC model and show how it can be used to construct a 2D APC graph, which is a crucial component of our bounding approach. We then analyze the effects of age, period, and cohort on the gender wage gap. For conceptual clarity, we consider a case where point identification is achieved by assuming that one of the three linear
APC effects, specifically the effect of age, is the same between women and men. However, this assumption is unrealistic in our particular example. Therefore, to overcome this limitation, we build on the CSL-APC model to develop a cross-strata bounding approach that relies on much weaker assumptions. While explaining the analytical process step by step, we demonstrate how theoretical assumptions can be used to derive bounding constraints and ultimately partially identify the cross-group differences in age, period, and cohort effects. In addition, we present two novel types of sensitivity analyses that can be used to assess the robustness of our results. To our knowledge, these sensitivity analyses are a novel methodological contribution to the APC literature.

Empirical Example: The Gender Wage Gap

As one of the most widely used measures of gender inequality, the wage gap between men and women has been of great interest to scholars across the social sciences (O’Neill and Polacheck 1993; Cha and Weeden 2014; Blau and Kahn 2017; Horowitz and Igielnik 2020). Our analysis focuses on identifying age, period, and cohort effects that produce over-time changes in the gender difference in median annual earnings. Our data consist of pooled cross-sections of the Annual Social and Economic Supplement (ASEC) of the Current Population Survey (CPS) from 1976 to 2019 (Flood et al. 2021). Our analytic sample includes full-time, year-round wage and salary workers between the ages of 25 and 64 (830,856 women and 1,121,562 men). Full-time year-round workers are defined as those who worked 50 or more weeks and at least 35 hours per week in the last calendar year. We exclude the self-employed, as their income is likely to be conflated with capital income. Because the outcome is measured by respondents’ annual earnings in the previous calendar year, our earnings data cover the period from 1975 to 2018. Throughout the article, we refer to the years to which the earnings information applies instead of the survey years for convenience. Earnings are adjusted for inflation in 2018 dollars. Because the top-coding scheme for earnings in the CPS has changed over time, we use the median rather than the mean to measure the gender wage gap. Following the convention in the APC literature, we group age and period into equal five-year intervals and compute cohort from these intervals. This results in eight age categories ranging from 25 to 29 years to 60 to 64 years, nine period categories beginning with the period 1975 to 1979 and ending with the period 2015 to 2019, and sixteen cohort categories beginning with the cohort born 1910 to 1919 and ending with the cohort born 1985 to 1994. We use the CPS ASEC survey sampling weights throughout.

We first present descriptive plots to illustrate trends in the U.S. gender wage gap over the study period (see Table C.1 in the online supplement for additional descriptive statistics). The left panel of Figure 1 plots the observed log median earnings across periods. It shows that the gender gap in log median earnings has narrowed significantly over the last 40 years, particularly in the 1980s. The right panel also shows that, in the 1975-to-1979 period, women’s median earnings were 59 percent of their male counterparts on the original (unlogged) scale. This share
rose to 71 percent in the 1990-to-1994 period. Since then, women’s relative gains have slowed, reaching 80 percent in 2015 to 2018.4

The above patterns raise the important question of whether these observed trends are driven by underlying age, period, or cohort effects. Age effects may have driven the trends if the age composition of full-time workers has changed in favor of women’s relative pay.5 If period effects are dominant, this suggests that contemporaneous society-wide shifts, such as changing norms and workplace policies regarding women’s employment, were the key factors in the wage convergence. Alternatively, if cohort effects are the main explanation, it implies that the entrance of new cohorts of men and women into employment where the gender wage gap is smaller, and the exit of older individuals where it is larger, explains the observed decrease in the overall wage gap. Additionally, it is of interest to determine whether the slowdown of gender wage convergence is due to age, period, or cohort effects.

Figure 2 documents the observed age-graded patterns of the gender wage gap for selected birth cohorts. As the figure shows, the gender gap has been decreasing steadily across cohorts. At the same time, when comparing cohorts within the same age range (e.g., at age 40 along the vertical dashed line), we can see that the distance between cohorts is generally narrowing. These changes cannot necessarily be attributed solely to underlying cohort effects, as cohorts compared at a given age differ both in the year they were born and in the period during which their outcomes are observed. Thus, observed age-specific differences may be the result of cohort effects or period effects.
Previous Literature

So far, our analysis has focused only on the observed trends in the gender wage gap. However, as we have emphasized, a key goal of an APC analysis is to understand the underlying distinct effects of age, period, and cohort on the outcome of interest. Before turning to how we will use the CSL-APC model to analyze the distinct contributions of age, period, and cohort on the gender wage gap, we highlight in this section two distinct bodies of literature relevant to our proposed method and empirical analyses. We first discuss previous scholarship that has used various APC methods to uncover differences in distinct temporal effects across subpopulations (or strata) such as race, gender, and social class. We then outline research that has attempted to identify potential factors causing over-time variability in the gender wage gap, focusing on research in the United States.

Incorporating Strata into APC Analysis

In general, researchers have relied on three approaches to extract unique effects for age, period, and cohort while accounting for variability across strata. One approach is to fit separate APC models for each stratum and then compare estimates across strata (e.g., Yang and Land 2013; Masters et al. 2014:125–69). A second, closely related approach is to fit a single APC model with a set of interaction terms that
allow for variability in effects across strata (e.g., Yang 2008; Pampel and Hunter 2012). An advantage of this approach when using sample data is that one can easily conduct statistical tests of cross-strata differences in the effects by examining the statistical significance of the interaction terms. Finally, a third method is to construct an outcome that is a difference between two contrasting strata and then fit a conventional APC model with age, period, and cohort as inputs (e.g., O’Brien 2015:106–12). These parameters will capture cross-strata differences in the effects rather than the main effects. Although limited in that only two groups can be compared at a time, this approach has the advantage of simplicity, and, because the focus is only on identifying cross-strata variability in the effects, it may entail weaker assumptions than either of the first two approaches. We adopt this last approach in presenting our CSL-APC model.

Regardless of which approach is adopted, a key decision entails how to obtain identification in light of the linear dependence among the three temporal scales. We discuss the four most common approaches to obtain identification among sociological and demographic studies that explicitly examine variability in effects across strata. First, as suggested by Mason et al. (1973), one can constrain two or more effects to be equivalent (e.g., Riebler and Held 2010, 2012; Dinas and Stoker 2014; see also Cairns et al. 2011 for a Bayesian approach). For example, Mason and Smith (1985) analyze the effects of age, period, and cohort on tuberculosis. To identify their model, they assume that the coefficients for ages 5-9 and ages 10-14 are equal. The main problem with this approach is that any particular equality constraint, while seemingly trivial, is actually a very strong assumption, because it is tantamount to assuming a particular value for each of the unknown linear effects. An additional limitation is that in practice it is usually difficult to theoretically justify any particular equality constraint over any other equality constraint (Kupper et al. 1985).

A second approach is to categorize age, period, and cohort variables in a data set so that they do not retain exact linear dependence. This is often done by using categories of different lengths for age, period, and cohort (Underwood et al. 2022). For example, Campbell and Pearlman (2013) examine the same substantive question as in this article, namely, the gender wage gap. Using CPS data, they find that cohort replacement has driven the gender convergence of earnings. Although their article provides useful insights for our study, Holford (2006) and Luo and Hodges (2016) show that this approach amounts to imposing a set of implicit equality constraints that typically lack theoretical justification. Moreover, as with the equality constraints approach, seemingly trivial reparameterizations can produce dramatically different results depending on how the category intervals are defined (Luo and Hodges 2016).

A third approach is to use the hierarchical APC (HAPC) model (Yang and Land 2006, 2013). For example, Pampel and Hunter (2012) use the HAPC model to examine how the education gap in support for environmental spending varies across successive cohorts, controlling for age and period. The main limitation of the HAPC model, as demonstrated by Luo and Hodges (2020), is that it generally leads to a zero linear cohort effect (see also O’Brien 2017; Bell and Jones 2018). In most
applications, the assumption of a zero linear effect for cohort is inconsistent with prevailing theories on the importance of cohort replacement (e.g., Ryder 1965).

Finally, a fourth approach is to use the intrinsic estimator or IE (Fu 2000, 2016; Fu et al. 2021; Yang et al. 2008), a type of Moore–Penrose estimator (Fosse and Winship 2018). For example, Masters et al. (2014) use the IE to examine period and cohort effects on adult mortality, focusing on the Black–white mortality gap. The main limitation of the IE is that the estimates depend on how the data are coded (Luo 2013; O’Brien 2015; Fosse and Winship 2018). As shown by Luo et al. (2016), there are always multiple coding schemes where the IE produces different sets of parameter estimates equally consistent with the data.

In summary, current APC methods for incorporating cross-strata variability are limited, typically relying on strong implicit assumptions that are, in many cases, divorced from theoretical considerations. To address this, we propose an alternative approach that extends the bounding approach of Fosse and Winship (2019b) to explore cross-strata differences in APC effects (hereafter, “cross-strata effects”). This has several advantages. First, because it is based on partial rather than point identification, the bounding approach generally involves much weaker assumptions than methods based on point identification (Manski 2007). In fact, all of the above methods can be seen as special cases of the bounding approach where very strict assumptions are used to obtain narrow bounds (which are equivalent to point identification in the limit). Second, the bounding approach is highly flexible, allowing for a variety of assumptions about the size, sign, and/or shape of one or more of the temporal effects. Third, unlike many other techniques for APC analysis, the bounding approach is based on a parameterization that clearly separates the identified from the unidentified parts of the model (see Fosse and Winship 2019a). It can thus take full advantage of estimates of the nonlinear effects, which are identifiable because they are not linearly dependent. Assumptions based on monotonic temporal effects over some range of the data are particularly useful in this sense because in many cases they are easier to justify than constraints that assume exactly equal effects. For example, one might assume that criminality increases in early adolescence and then declines from the mid-20s onward, or that the prevalence of prostate cancer increases monotonically with age (Fosse and Winship 2019b). Finally, and relatedly, the separation of the unidentified from the identified parameters provides a transparent link between theory and the estimates, allowing researchers to trace the consequences of particular theoretical assumptions on the conclusions obtained in any given application.

**Potential Causes of the Trends in the Gender Wage Gap**

As shown above, the wage gap between men and women in the United States has narrowed substantially since the 1980s, although the pace of narrowing slowed in the 1990s (England et al. 2020). A dominant explanation for this convergence emphasizes the increasingly similar levels of human capital that women and men bring to the labor force. Research shows that women’s human capital characteristics, such as educational attainment, job tenure, and work experience, have grown at a faster rate relative to men’s (O’Neill and Polachek 1993). This uneven pace of
human capital accumulation explains a significant portion of the decline in the gender wage gap over the past four decades (Blau and Kahn 2017).

However, gender convergence in wage-raising human capital characteristics is not the only source of the narrowing wage gap. Declining fertility rates have also contributed to the rise in women’s relative pay, as fewer children mean that women are less likely to experience a potential wage loss from having children (Budig and England 2001; Killewald and Cricco 2020). In addition, declining unionization and the rise of the service economy have disproportionately suppressed wages in traditionally male-dominated occupations and manufacturing sectors with high unionization rates (Blau and Kahn 1997, 2017; Borghans, Weel, and Weinberg 2014). There is also evidence that gender discrimination in earnings has declined to some extent, in part due to government anti-discrimination policies first implemented in the 1960s and 1970s (Kurtulus 2012).

There is less consensus on why the progress in women’s relative earnings has slowed since the 1990s. Given that the degree of occupational sex segregation has remained more or less the same since the 1990s, various factors leading to gender differences in occupational choice may have slowed the rate of growth in women’s relative earnings (Blau, Brinton, and Grusky 2006). Relatedly, the ideologies of intensive mothering that have emerged since the mid-1990s may have exacerbated a career penalty for working mothers who face more pressures from home (Hays 1996). Some studies also suggest that the Family and Medical Leave Act of 1993 may have suppressed women’s earnings growth by impeding their accumulation of work experience, but the empirical evidence is unclear (Blau and Kahn 2017). In addition, seemingly gender-neutral changes in the wage structure—for example, increasing wage returns to long work hours or high-skilled tasks—have been shown to benefit the relative earnings of men, who disproportionately occupy jobs with such conditions in the labor market (Blau and Kahn 2006; Cha and Weeden 2014).

Although we do not aim to adjudicate between these competing explanations for observed changes in the gender wage gap, they provide useful insights into why there may be distinct age, period, and cohort effects that widen or narrow the gap. On the one hand, changes in the earnings gap driven by human capital and family demographics are likely to manifest as cohort effects. This would be particularly the case for the effects driven by education and occupational choice, for which intra-cohort variation among workers is likely to be limited. On the other hand, effects driven by changes in the wage structure or policy enforcement would presumably manifest as period effects on the wage gap, because their impact on the labor force is not likely to be limited to workers of a particular birth cohort. Age effects would likely reflect underlying family demographics and career patterns, but we would generally not expect age effects to drive the observed changes in the gender wage gap across periods (as in Figure 1) unless there has been a significant shift in the age structure of the workforce (see note 5).

Modeling Cross-Strata Temporal Effects

In this section, we present an extension of the conventional APC model by including additional interaction terms between the strata variable and the age, period, and
cohort variables. This allows us to examine variations in temporal effects across different levels of the strata variable, such as gender in our example. We then present a simplified version of this model, which we refer to as the CSL-APC model. As we discuss below, this model provides a way of formally defining cross-strata differences in the unidentified parameters (i.e., linear effects) as well as visualizing these parameters in a 2D APC plot, which is the basis for our bounding approach.

Classical and Linearized APC Models

Suppose we have an age–period Lexis table with cohorts on the diagonals. Each cell of the table represents a value of a continuous outcome $Y$. Following the convention in the literature, we will treat age, period, and cohort as categorical variables. Let $i = 1, \ldots, I$ denote the age groups, $j = 1, \ldots, J$ the period groups, and $k = 1, \ldots, K$ the cohort groups, with $k = j - i + I$ and $K = I + J - 1$. The classical APC model is represented by the following equation (Fosse and Winship 2019a):

$$Y_{ijk} = \mu + \alpha_i + \pi_j + \gamma_k + \eta_{ijk}$$

where $Y_{ijk}$ is the cell value, $\mu$ is the intercept, $\alpha_i$ denotes the $i$th age effect $(1, \ldots, I)$, $\pi_j$ denotes the $j$th period effect $(1, \ldots, J)$, $\gamma_k$ denotes the $k$th cohort effect $(1, \ldots, K)$, and $\eta_{ijk}$ denotes a cell-specific error term on the Lexis table. To identify the intercept, the age, period, and cohort parameters are constrained to sum to zero such that $\sum_i \alpha_i = \sum_j \pi_j = \sum_k \gamma_k = 0$.

An alternative specification is the linearized APC (L-APC) model, which divides the overall temporal effects into linear and nonlinear effects (Holford 1983; Fosse and Winship 2019a). The L-APC model is given by

$$Y_{ijk} = \mu + \alpha (i - i^*) + \pi (j - j^*) + \gamma (k - k^*) + \tilde{\alpha}_i + \tilde{\pi}_j + \tilde{\gamma}_k + \eta_{ijk}$$

where $\alpha$, $\pi$, and $\gamma$ denote the age, period, and cohort linear effects, respectively, and $\tilde{\alpha}_i$, $\tilde{\pi}_j$, and $\tilde{\gamma}_k$ refer to nonlinear effects for the $i$th age, $j$th period, and $k$th cohort categories, respectively. The age, period, and cohort categories are centered around the midpoint indices marked by the asterisks, $i^* = (I + 1)/2$, $j^* = (J + 1)/2$ and $k^* = (K + 1)/2$, such that the age, period, and cohort parameters, as in Equation (1), satisfy the zero-sum constraint. The parameterization in Equation (2) has the main advantage of clarifying the nature of the identification problem: Although the intercept and the nonlinear effects are identified, the linear effects $\alpha$, $\pi$, and $\gamma$ are not (Fienberg and Mason 1979; Holford 1983).

Cross-Strata Linearized APC Model

Suppose $s = 1, \ldots, S$ indexes some set of $S$ strata, or subpopulations of substantive interest (e.g., race, gender, class, geographic region, and so on). The L-APC model can be generalized to incorporate cross-strata differences, leading to what we call the stratified linearized APC (SL-APC) model:

$$Y_{ijks} = \mu_s + \alpha_s (i - i^*) + \pi_s (j - j^*) + \gamma_s (k - k^*) + \tilde{\alpha}_is + \tilde{\pi}_js + \tilde{\gamma}_ks + \eta_{ijks}$$
which is identical to Equation (2) except now the intercept, linear effects, nonlinear effects, and error terms are allowed to vary across levels of the strata variable. As noted previously, our interest lies in identifying the differences in the APC effects across strata, rather than the stratum-specific effects (see also Appendix A of the online supplement).

Focusing on the differences requires a reformulation of Equation (3). The simplest approach is to reformulate Equation (3) in terms of differences between any two selected strata. For our example, in which gender is the strata variable let \( s = 2 \) refer to women and \( s = 1 \) to men. This gives us the following differenced model equation, which we refer to as the cross-strata linearized APC (CSL-APC) model:

\[
Y_{ijk[s=2]} - Y_{ijk[s=1]} = \left( \mu_2 + \alpha_2 (i - i^*) + \pi_2 (j - j^*) + \gamma_2 (k - k^*) + \bar{\alpha}_2 + \bar{\pi}_2 + \bar{\gamma}_2 + \eta_{ijk2} \right) - \left( \mu_1 + \alpha_1 (i - i^*) + \pi_1 (j - j^*) + \gamma_1 (k - k^*) + \bar{\alpha}_1 + \bar{\pi}_1 + \bar{\gamma}_1 + \eta_{ijk1} \right)
\]

or, equivalently,

\[
\Delta Y_{ijk} = \Delta \mu + \Delta \alpha (i - i^*) + \Delta \pi (j - j^*) + \Delta \gamma (k - k^*) + \Delta \bar{\alpha}_i + \Delta \bar{\pi}_j + \Delta \bar{\gamma}_k + \Delta \eta_{ijk}
\]

where \( \Delta Y_{ijk} \) denotes the cross-strata difference in outcomes; \( \Delta \mu \) is the difference in intercepts; \( \Delta \alpha, \Delta \pi, \) and \( \Delta \gamma \) are the cross-strata differences in the linear effects; \( \Delta \bar{\alpha}_i, \Delta \bar{\pi}_j, \) and \( \Delta \bar{\gamma}_k \) are the differences in the nonlinear effects (or deviations from the linear effects); and \( \Delta \eta_{ijk} \) is the difference in cell-specific error terms between the two strata.

The CSL-APC model, like the traditional APC model, is not identified without further assumptions because it is still the case that period = age + cohort. However, focusing only on identifying the differences in APC effects across strata, as opposed to both the stratum-specific main effects and the differences in effects in Equation (3), requires assumptions only about the differences in effects. This often entails weaker theoretical assumptions, intuitively because fewer terms are unidentified. We discuss this issue further below in our analysis of the gender gap in earnings.

The CSL-APC model is easily applied to aggregated APC data. Assuming that the data have been collected based on age and period, researchers can first construct two age–period Lexis tables, one for each group to be compared. For example, in our application one table would be a set of log median earnings for men while the other would be a set of log median earnings for women. Then a new Lexis table is created that is the difference between the two tables (in our case, women’s log median earnings minus those of men). This differenced Lexis table, in which the cells denote cross-strata differences in the outcome, is then the data object used to fit the CSL-APC model. The data preparation procedure is conceptually identical when researchers have individual-level data, as in our case. Appendix B of the online supplement contains the Lexis table used in our analysis.
The Cross-Strata Canonical Solution Line

As noted above, the parameters for the linear components in Equation (5) are not identified. However, we will show that theoretically driven assumptions can place bounds on these parameters, allowing partial identification of the cross-strata APC effects. These bounds can be represented algebraically or graphically; both approaches are equivalent (Fosse and Winship 2019b). For simplicity, we present a graphical representation throughout the rest of the article (see Table C.2 in the online supplement for an algebraic representation of the bounds).

An important graphical tool for understanding how the bounding works is the so-called canonical solution line, a line showing all possible estimates of the cross-strata linear APC effects (Fosse and Winship 2019a,b). To understand the canonical solution line, it is important to first be aware of the two underlying parameters on which it is based: $\theta_1$ and $\theta_2$. Although the parameters for the linear components are not identified, certain combinations of the parameters are (Holford 1983). Because of the identity period = age + cohort, any APC model can be written as a function of just two of the three APC variables. Replacing the period index with the age and cohort indices in Equation (5) gives

$$\Delta Y_{i+k-I} = \Delta \mu + \theta_1(i - i') + \theta_2(k - k') + \Delta \alpha_j + \Delta \pi_{i+k-1} + \Delta \gamma_i + \Delta \eta_{i+k-I}$$

(6)

where, in this application, $\theta_1 = \Delta \alpha + \Delta \pi$ and $\theta_2 = \Delta \pi + \Delta \gamma$. Following Fosse and Winship (2023), we interpret $\theta_1$ as the life-cycle slope because it describes the overall linear trend in group disparities across age levels (within any given cohort); likewise, $\theta_2$ is the social change slope because it describes the overall linear trend in group disparities across cohorts (within any given age group). Note that in Equation (6) there are effectively only two linear parameters, not three. As such, both $\theta_1$ are $\theta_2$ are identified and can be estimated from the data.

Using our data on the gender wage gap in the United States, the least squares estimate of $\theta_1$ is $-0.002 (p > 0.05)$, meaning that a 10-year change in age is associated with a 0.002 (about 0.2 percent) decrease in women’s earnings relative to men. The estimated $\theta_2$ is 0.084 ($p < 0.01$), meaning that a 10-year cohort change is associated with a 0.084 (about 8.7 percent) increase in women’s relative earnings (see Table C.3 in the online supplement for the full regression results). The number of observations is 72, which is simply the total number of age–period cells in the Lexis table defined by eight age categories and nine period categories ($8 \times 9 = 72$). Appendix A and Appendix B of the online supplement explain the estimation process in more detail.

Next, it is essential to understand that $\theta_1$ and $\theta_2$ considerably restrict the possible values of the cross-strata age, period, and cohort linear effects. To see this, note that two equations $\theta_1 = \Delta \alpha + \Delta \pi$ and $\theta_2 = \Delta \pi + \Delta \gamma$ involve three unknowns of cross-strata linear effects (or slopes). Without these equations (i.e., absent data), the cross-strata age, period, and cohort linear effects could lie anywhere in a three-dimensional parameter space. However, these two equations, together with the estimates of $\theta_1$ and $\theta_2$, constrain the possible estimates to only certain combinations of values that lie on a single line. This insight has not been widely recognized in the current APC literature in sociology and demography. As shown by Fosse and Winship (2018), the APC solution space can always be reduced to a one-dimensional
Figure 3: Geometric derivation of the cross-strata canonical solution line. Notes: Representation of the canonical solution line using hypothetical values of $\theta_1 = 3$ and $\theta_2 = -2$. The vertical axis represents a range of cross-strata period linear effects, whereas the horizontal axes represent ranges for cross-strata cohort and age linear effects, respectively. Age–period plane is defined by $\Delta \pi = \theta_1 - \Delta \alpha$, where $\theta_1 = 3$. Period–cohort plane is defined by $\Delta \pi = \theta_2 - \Delta \gamma$, where $\theta_2 = -2$. The intersection of the two planes in the parameter space of cross-strata linear effects defines the cross-strata canonical solution line.

To illustrate this fact, consider Figure 3, which is based on simulated values of $\theta_1 = 3$ and $\theta_2 = -2$. Panels (a) and (b) of Figure 3 display the age–period plane defined by the identified quantity $\theta_1 = 3$ and the period–cohort plane defined by the identified quantity $\theta_2 = -2$, respectively. These two planes intersect to form a line, as shown in Figure 3 (c) and (d). Each point on this line represents a set of estimates for the parameters $\Delta \alpha$, $\Delta \pi$, and $\Delta \gamma$ that are consistent with the data. This visualization also represents the APC identification problem, because the absence of a linear dependence would cause the three respective planes to intersect at a single point in the parameter space.
Figure 4: 2D APC plot of the cross-strata canonical solution line. Notes: This figure is based on the $\theta_1$ estimate of $-0.002$ and the $\theta_2$ estimate of $0.084$. The left vertical axis represents a range of cross-strata age linear effects, the horizontal axis a range of cross-strata period linear effects, and the right vertical axis a range of cross-strata cohort linear effects. The axis labels are denoted with asterisks (*) to indicate that the axes represent all possible linear effects consistent with data (the solid line) instead of the “true” linear effects. The dashed lines refer to the points where each respective axis is equal to zero. The solid line indicates the canonical solution line denoting all possible cross-strata linear effects consistent with the data. The hollow circles represent the age–period (upper) and period–cohort (lower) origins where the respective set of axes are equal to zero.

Fosse and Winship (2019b) further demonstrate how the canonical solution line can be represented in two-dimensional space without loss of information. They call this a 2D-APC plot, as shown in Figure 4. This two-dimensional representation is possible because of the linear dependence among the three temporal scales, which is present even in the analysis of cross-strata differences in APC effects.

Figure 4 illustrates three key elements of the data: the slope of the canonical solution line, which is always negative one; the direction and scale of the axes; and the values of $\theta_1$ and $\theta_2$. Whereas the slope and direction of the axes are equivalent for all temporally structured data, the values of $\theta_1$ and $\theta_2$ vary depending on the $\Delta \alpha$, $\Delta \pi$, and $\Delta \gamma$ parameters. These values determine the location of the canonical...
Point Identification: Equality-of-Effects Assumption

In the following sections, we outline how to use this 2D APC plot, along with theoretical assumptions, to bound the cross-strata differences in age, period, and cohort effects. To provide conceptual clarity on how to bound the parameters, we first consider the simplest case in which one imposes the assumption of equal effects across strata, thereby yielding point estimates. Although we present this approach for illustrative purposes, we view this as a very strong assumption that may be theoretically justified only in particular applications.

The equality-of-effects (EOE) assumption involves presuming that one of the overall age, period, or cohort effects is the same across two (or more) different groups, thereby allowing for the identification of differences in the other two temporal effects. In general, we contend that two conditions must be met to justify the EOE assumption. First, there needs to be a strong theoretical reason to support the invariance of a total effect for age, period, or cohort (i.e., both the linear and nonlinear effects) across subpopulations. Second, the nonlinear effects between the two groups must be observationally equivalent within some degree of uncertainty. We elaborate on both of these points below.

With respect to the first condition, it is critical to have a strong theoretical rationale to support the assumption of invariance of a total temporal effect across subpopulations. For example, epidemiological theories may posit that certain biological mechanisms largely determine the age-related patterns of some health-related outcome. If the mechanisms do not differ across subpopulations, it is plausible to assume that the overall age effects are the same. For example, Riebler and Held (2010) examine APC effects on chronic obstructive pulmonary disease–specific mortality rates among men in England and Wales from 1950 to 1999. Their analysis assumes that men in England and men in Wales are exposed to the same general age effects, leading to the identification of period- and cohort-specific differences in mortality rates between the two groups of men.

Figure 5 illustrates how one might invoke the EOE assumption for age to identify cross-strata APC effects on the gender wage gap. By assuming that the age effects are the same, we also assume that the age linear effects are the same for men and women, thereby identifying the between-gender differences in period and cohort effects on earnings. Graphically, point identification is achieved at the point where the dashed cross-strata solution line intersects the red solid line specified by the EOE assumption for age (i.e., $\Delta \alpha^* = 0$). As a result, among the innumerable parameter sets along the canonical solution line, the EOE assumption selects one particular set for the cross-strata linear effects (or slopes).

However, we are not aware of any theory that justifies the equality of age effects on earnings between men and women, nor for period or cohort effects. It is well known that age-related shifts in earnings are drastically different between men and women. This is because life-cycle patterns of family and demographic behaviors are closely intertwined with women’s earnings, even conditional on solution line in the 2D APC plot relative to the age–period and period–cohort origins.
Figure 5: Identifying constraint based on the age EOE assumption with a 2D APC plot. Notes: The figure is based on a $\theta_1$ estimate of $-0.002$ and a $\theta_2$ estimate of 0.084. The left vertical axis represents a range of cross-strata age linear effects, the horizontal axis a range of cross-strata period linear effects, and the right vertical axis a range of cross-strata cohort linear effects. The dashed line indicates the cross-strata canonical solution line denoting all possible cross-strata linear effects consistent with the data. The red solid line indicates all possible cross-strata linear effects consistent with the claim of a zero cross-strata linear effect for age. The dot refers to the point where the solution line intersects the red solid line as stipulated by the EOE assumption for age.

full-time employment. Moreover, there is reason to believe that period and cohort effects on earnings operate differently for men and women. A large body of research suggests that the social environment has changed in favor of women’s relative pay to some degree and that the composition of the female working population has shifted substantially across cohorts (see Blau and Kahn 2017 for a review).

The second condition for justifying the EOE assumption is that the nonlinear effects of the temporal scale of interest (either age, period, or cohort) need to be similar between the two groups within some degree of uncertainty. In practice this means that the overall shape of the nonlinear effects should be similar between the groups being compared.\textsuperscript{13} We propose three specific ways to detect the possible (in)equality of the nonlinear effects, using the gender wage gap as an example.

First, as an informal “test,” researchers can graphically examine whether each cross-strata nonlinearity (e.g., $\Delta \tilde{\alpha}_i$ for each $i = 1, \ldots, I$) is close to zero. The estimated cross-strata nonlinear effects of age, period, and cohort are shown in Figure 6. As can be observed, it does not seem to be the case that the nonlinear effects on the
gender wage gap are close to zero, for either age, period, or cohort. If they were, we would see straight flat lines in the three panels.

Second, in addition to an informal visual inspection, one could perform a formal statistical test of the cross-strata nonlinear effects. Specifically, an F-test can be used to assess whether the nonlinear effects of age, period, or cohort are jointly different between the two groups (e.g., $\alpha_i = 0$ for each $i$). Although the inability to reject the null hypothesis of zero (i.e., equality between two groups) does not necessarily confirm that the nonlinear effects are equal, the test at least provides face validity to the claim that the nonlinear effects are not substantially different between the two groups, especially when the sample size is large. In our example, the F-tests shown in Table 1 indicate that we can reject the null of no differential nonlinear effects with respect to age, period, and cohort.

Lastly, researchers can rely on model fit statistics to examine whether omitting the cross-strata nonlinear effects significantly reduces model fit. The Akaike information criterion (AIC) and Bayesian information criterion (BIC) values are presented in Table 1. We can see that the full CSL-APC model with parameters for all of the between-gender nonlinear effects shows the best model fit (i.e., the smallest AIC/BIC statistics) in the case of the wage gap. This means that it is difficult to claim that the cross-strata nonlinear effects do not play a role in shaping the gender wage gap.

In sum, when researchers have solid theoretical reasons to claim that the linear effects for one of the three APC variables are the same between two groups, and
Table 1: Joint F-test results of cross-strata nonlinear effects and model fit statistics

<table>
<thead>
<tr>
<th>Test type</th>
<th>Test of nonlinear effects</th>
<th>Model fit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H_0$ in F-test</td>
<td>$\chi^2$ statistic</td>
</tr>
<tr>
<td>Full CSL-APC model</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No between-gender age nonlinearities</td>
<td>$\Delta \tilde{\alpha}_i = 0$ for all $i$</td>
<td>516</td>
</tr>
<tr>
<td>No between-gender period nonlinearities</td>
<td>$\Delta \tilde{\pi}_j = 0$ for all $j$</td>
<td>132.38</td>
</tr>
<tr>
<td>No between-gender cohort nonlinearities</td>
<td>$\Delta \tilde{\gamma}_k = 0$ for all $k$</td>
<td>197.07</td>
</tr>
</tbody>
</table>

the corresponding nonlinear effects between two groups are observationally indistinguishable, they can make use of the EOE assumption to identify cross-group differences in the remaining two temporal effects. However, this is not applicable in the case of the gender wage gap, as there are few theoretical reasons to believe that the age, period, or cohort effects are equal between men and women. The results of the three tests conducted also do not support the view that one or more of the nonlinear effects are the same for both groups. In the following, we present our more general bounding approach to the identification problem, which can flexibly incorporate more realistic assumptions supported by theories of the gender wage gap. The EOE assumption–based solution outlined above can be considered as one special, restricted case of this bounding approach.

Partial Identification: Bounding Analysis of Cross-Strata APC Effects

Our cross-strata bounding approach builds on the framework proposed by Fosse and Winship (2019b), which is based on the insight that constraints implied by theoretical claims, along with information from the data, can be used to bound one or more of the APC effects. Despite its flexibility in incorporating theoretical assumptions, Fosse and Winship’s bounding approach has not been readily applied to the temporal analysis of group disparities. We adapt their framework to develop a bounding approach that partially identifies cross-strata differences in APC effects (or “cross-strata effects”). It is critical to understand that although the analytical procedures might appear similar, our estimands differ substantially from those of a group-specific APC analysis; rather than overall main effects, our approach focuses on identifying cross-group differences in effects. In the following sections, we present a general, step-by-step procedure for conducting a cross-strata APC bounding analysis.

Step 1: List Set of Credible Theoretical Assumptions

The bounding approach requires assumptions about the size, sign, or shape of the cross-strata APC effects. These assumptions serve to constrain the set of feasible parameters on the cross-strata canonical solution line shown in Figure 4. Because the results obtained are directly dependent on the assumptions invoked, we caution...
that researchers should carefully review their claims in light of various (and possibly conflicting) theories to ensure that they are as credible as possible.

With the flexibility of a bounding approach, researchers can invoke a wide range of assumptions about cross-strata age, period, or cohort effects. We illustrate three types of assumptions that we think are particularly useful for applied researchers:

1. **Monotonic effects assumption.** This assumption states that differences in age, period, or cohort effects across strata are monotonically increasing (or decreasing) over a specified range. The wider the specified range, the stronger the assumption involving monotonicity of cross-strata effects. An assumption of monotonic cross-strata effects involves imposing a constraint on the total cross-strata effects (i.e., the combination of the linear and nonlinear effects) of age, period, or cohort over the specified range. Because we can identify and estimate the nonlinear effects, the monotonic effects assumption implies a constraint on the unknown linear cross-strata effect. If one of the three cross-strata linear effects (or slopes) is bounded, this implies bounds on the other two slopes. This is simply an extension of the idea that for any given value of a particular cross-strata linear effect, the canonical solution line determines the value of the remaining two linear effects.

2. **Non-monotonic effects assumption.** This assumption is that the cross-strata effects do not increase (or decrease) monotonically over a given range of ages, periods, or cohorts. The cross-strata effects may decrease, remain constant, or increase over the specified range, but the increase (or decrease) is not monotonic. In this sense, the non-monotonic effects assumption is mutually exclusive with, and the opposite of, the monotonic effects assumption. Unlike the monotonic effects assumption, the non-monotonic effects assumption becomes weaker as the specified range increases. However, like the monotonic effects assumption, the non-monotonic effects assumption imposes a constraint on the total cross-strata effects of age, period, or cohort over the range specified by the researcher. Because the nonlinear effects are identified, this results in a bound on one of the cross-strata linear effects. This in turn yields bounds on the other two temporal effects.

3. **Linear effects assumption.** This assumption states that over the full range observed in the data, one of the linear age, period, or cohort effects is assumed to diverge, converge, or remain the same across groups. In practice, this means that one is specifying the sign (and, optionally, the size) of one of the underlying cross-strata linear effects (or slopes). Importantly, this assumption is limited to the linear effects and does not imply that the total age, period, or cohort effects always diverge, converge, or remain the same across groups. The EOE assumption explained in the previous section is a more restrictive case of this assumption, where not only a slope but also the corresponding cross-strata nonlinear effects are assumed to be zero.

The above three types of assumptions are quite general and can be applied to any number of contexts. In practice, theoretical assumptions will vary depending on the outcome of interest and the subpopulations being compared. Based on the
literature reviewed earlier, we propose the following assumptions in the context of the gender gap in earnings.

1. **Monotonic age effects (25 to 34 years).** We assume that the differential age effects between men and women will expand the wage gap from age 25 to 34. This is because this age range overlaps substantially with men and women’s prime childbearing ages, and fertility is shown to have differential effects on the wages of men and women. The extensive literature on the motherhood wage penalty suggests that mothers’ earnings relative to fathers’ earnings, net of full-time employment, will decrease through pathways involving reduced work hours, employer discrimination, seeking family-friendly jobs with lower earnings, and so on (Budig and England 2001; Correll, Benard, and Paik 2007; Killewald and García-Manglano 2016; Yu and Kuo 2017). Conversely, a related literature suggests that men will receive a wage premium when they become fathers (Hodges and Budig 2010; Killewald 2013; Gowen Forthcoming).

2. **Non-monotonic age effects (35 to 49 years).** Another assumption we rely on is that the gender differences in age effects will not necessarily increase the wage gap in a monotonic fashion from 35 to 49. The gap may increase over a shorter age range (from the 35-to-39 range to the 40-to-44 range or from the 40-to-44 range to the 45-to-49 range), but it will not increase monotonically from age 35 to 49 (not both from the 35-to-39 range to the 40-to-44 range and from the 40-to-44 range to the 45-to-49 range). This assumption about the difference in age effects between women and men, like the previous one, is derived from the literature on life-cycle patterns of fertility. As children reach school age, the childcare burden on parents tends to decrease, especially for mothers between 35 and 49. Even conditional on full-time employment, mothers are likely to increase their work hours or move to higher-paid positions in the workforce (Musick, Bea, and Gonalons-Pons 2020).

3. **Period linear effect.** We also impose a sign constraint on the period linear effect (or period slope), assuming that it is positive (i.e., leads to a smaller wage gap). This assumption is based on a large body of research claiming that the social environment has, at least to some extent, become more favorable to women’s pay relative to men’s since the 1970s (see Blau and Kahn 2017). For example, anti-discrimination practices as well as changes in laws and policies likely increased women’s relative pay on average over this period (Kurtulus 2012). Declining unionization rates and a falling share of manufacturing jobs, along with an increase in well-paying service sector jobs, may have reduced the relative earnings of men, who were disproportionately employed in manufacturing and in sectors with high unionization rates (Blau and Kahn 1997; Borghans et al. 2014). Thus, we expect these differential impacts on men and women to manifest as a positive period linear effect on women's relative pay.

4. **Cohort linear effect.** Lastly, we also consider an assumption that the cohort linear effect is positive (i.e., leads to a smaller wage gap). This assumption is based on human capital theory, which predicts that shifts in the female
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Labor force composition across cohorts have led to an overall increase in women’s relative pay (Goldin 2021). This is evidenced by the fact that the educational attainment of recent female cohorts is higher than that of their earlier counterparts, and that the rate of educational expansion has been much greater for women than for men. The duration of work interruptions, an important determinant of earnings loss, is also shorter on average for recent cohorts of women, partly due to their lower fertility (Blau and Kahn 2017; Killewald and Cricco 2020). These factors are considered to be primarily cohort-specific characteristics and are therefore expected to result in a positive linear cohort effect on the gender wage gap.

Step 2. Estimate and Display Set of Linear and Nonlinear Effects

In the second step, we begin by estimating $\theta_1$, $\theta_2$, and the cross-strata nonlinear effects. These quantities are all identified and can therefore be estimated from the data. Specifically, to estimate these parameters, we fit the model in Equation (6) to an age–period Lexis table in which the cell values are differences in the outcome between the two groups. The estimation results for our example are reported in Table C.3 in the online supplement. We then use the values of $b_{\theta_1}$ and $b_{\theta_2}$ to construct the canonical solution line. The cross-strata canonical solution line and nonlinear effects can be presented visually, as shown in the 2D APC plot (Figure 4) and in the plots of the cross-strata nonlinear effects (Figure 6).

Step 3. Compute Bounds on the Age, Period, and Cohort Effects

The third step in the analysis is to determine the bounds on the age, period, and cohort effects based on the specified assumptions. By calculating the minimum and maximum slope values for the temporal scale of interest that are consistent with a given assumption, researchers can assess the limits and variability of the possible parameter estimates. Although it is possible to evaluate each assumption separately, in our example we choose to apply the first two age-related assumptions simultaneously because of their common theoretical basis.

The general principle of the bounding approach is that researchers start with the assumptions that are most credibly supported by theories. In our case, we believe that research on the life-cycle patterns of fertility reasonably supports our assumptions about age effects, particularly given the large literature demonstrating the existence of a motherhood wage penalty. Additionally, because we are primarily interested in distinguishing between period and cohort effects, it seems natural to apply the age-related assumptions first.

Our first assumption is that women’s earnings have declined relative to men’s earnings between ages 25 and 34. For this assumption to hold, the age slope must be less than about 0.116, which is twice the difference between the nonlinear effects of ages 25 to 29 and ages 30 to 34 (see Figure 6). If the age slope is equal to or greater than 0.116, then women’s relative earnings would increase or at least remain constant over this age range, violating this assumption.

Our second assumption is that women’s relative earnings do not necessarily decline monotonically from age 35 to 49. For this assumption to be satisfied, the
Figure 7: Upper and lower bounds of cross-strata APC linear effects on the gender wage gap (1). Notes: The figure is based on a $\theta_1$ estimate of $-0.002$ and a $\theta_2$ estimate of $0.084$. The left vertical axis represents a range of cross-strata age linear effects, the horizontal axis a range of cross-strata period linear effects, and the right vertical axis a range of cross-strata cohort linear effects. The dashed line indicates all possible linear effects consistent with data. The solid line in the colored region refers to the set of possible linear effects consistent with the data given the first two assumptions about the shape of the cross-strata age effects.

The age slope must not take the value that results in a monotonic decline in women’s relative earnings over this age range. In this age span, the most positive shift in the nonlinear effects is $0.031$ (between ages 40 to 44 and ages 45 to 49; see Figure 6). Therefore, the age slope must be equal to or greater (i.e. less negative) than $-0.031$; otherwise, the negative age slope will offset the positive shift in the nonlinear effects and result in monotonically decreasing relative earnings for women.

From these two assumptions we can derive bounds on the minimum ($-0.031$) and maximum ($0.116$) values of the age slope. These bounds on the cross-strata linear effects can be easily visualized using a 2D APC plot, as shown in Figure 7. This figure shows that the possible region of the canonical solution line is now restricted to the range between $-0.031$ and $0.116$ in terms of the age slope.

Given the constraints on the age slope, we can also compute the minimum and/or maximum values of the period and cohort slopes. Because the estimated sum of the between-gender age and period linear effects ($\hat{\theta}_1$) is $-0.002$, the resulting minimum and maximum values of the between-gender period linear effect are $-0.118$ and $0.029$, respectively. Similarly, the bounds on the period slope translate...
Step 4. Partial Identification Based on Bounding Constraints

Based on the constraints on the APC slopes, we can construct bounds on the overall age, period, and cohort effects producing cross-group disparities. The following Equation (7) formulates the bounded APC effects. Although its format is similar to Equation (5), we add a bounding scalar \( \nu \) to each cross-strata linear effect as follows:

\[
\Delta Y_{ijk} = \Delta \mu + (\Delta \alpha + \nu)(i - i^*) + (\Delta \pi - \nu)(j - j^*) + (\Delta \gamma + \nu)(k - k^*) + \Delta \theta_{ijk}.
\]  

Setting different values of \( \nu \) yields different possible values on the cross-strata canonical solution line. If \( \nu \) is set to some maximum value, the age slope will be at its maximum, the period slope will be at its minimum, and the cohort slope will be at its maximum. If \( \nu \) is set to some minimum value, the opposite is true. The range of a total age effect in a given age category \( ((\Delta \alpha + \nu)(i - i^*) + \Delta \tilde{\alpha}_i) \) can then be constructed and plotted, as can the period and cohort effects. In the case of the gender wage gap, the bounded cross-strata APC effects based on the two age-related assumptions are shown in Figure 8. The results suggest that the cross-strata cohort effects, unlike the period effects, may have played a crucial role in increasing women’s relative earnings. However, the bounds on the overall between-gender APC effects remain wide, precluding a more definitive conclusion about each temporal effect.

Step 5. Repeat Steps 3 and 4 Invoking an Additional Theoretical Assumption

Although the results so far allow us to draw meaningful conclusions about the relative importance of period and cohort effects in driving gender wage convergence, assumptions about the age effects alone do not provide a clear conclusion on the size and sign of the effects, especially with regard to period. In such cases, researchers can repeat Steps 3 and 4, relying on additional theoretical assumptions that may provide a narrower range of bounds on the cross-strata temporal effects.

In our example, we proceed with the assumption that the period slope is positive \( (\Delta \pi > 0) \). We now have three bounding constraints at our disposal: (1) \( \Delta \alpha > -0.031 \), (2) \( \Delta \alpha < 0.116 \), and (3) \( \Delta \pi > 0 \). The resultant bounds on the slopes can be computed mathematically using the formulas shown in Table C.2 of the online supplement. Alternatively, these constraints can be depicted in a 2D APC plot, with the bounds on the slopes visualized as a section on the cross-strata canonical solution line. Figure 9 shows the 2D APC plot when all three bounding constraints are introduced. The possible minimum and maximum values are \(-0.031\) and \(-0.002\) for the age.
Figure 8: Bounded cross-strata age, period, cohort effects on the gender wage gap (1). Notes: The shaded areas represent the bounded effects of age (a), period (b), and cohort (c) on the gender wage gap based on the two age-related assumptions. The dotted lines follow the midpoints in each shaded area. The dark bold lines along one edge of the shaded areas indicate when the cross-strata age linear effect is most positive, the cross-strata period linear effect is most negative, and the cross-strata cohort linear effect is most positive within the bounds.

Figure 10 shows the bounded APC effects based on the three theoretical assumptions about the age and period effects. We assume that (1) women’s relative earnings have declined from ages 25 to 29 to ages 30 to 34, (2) women’s relative earnings have not necessarily declined monotonically from ages 35 to 39 to ages 45 to 49, and (3) the between-gender period linear effect is positive such that it is favorable to gender wage convergence. The estimated APC effects shown in the figure prove to be almost as informative as point estimates. The results suggest that progress in gender convergence in earnings has been largely driven by cohort effects. This may be due to any number of factors, including progress in human capital accumulation among women entering the labor market, the exit from the labor market of earlier female cohorts who tend to share the characteristics associated with lower average earnings (e.g., high fertility rates), and the decline in economic prospects among men in more recent cohorts. It is reassuring that this finding is based not on theoretical assumptions about cohort effects, but those about age and
Figure 9: Upper and lower bounds of cross-strata APC linear effects on the gender wage gap (2). Notes: The figure is based on the $\theta_1$ estimate of $-0.002$ and the $\theta_2$ estimate of $0.084$. The left vertical axis represents a range of cross-strata age linear effects, the horizontal axis a range of cross-strata period linear effects, and the right vertical axis a range of cross-strata cohort linear effects. The dashed line indicates all possible linear effects consistent with data. The solid line in the overlapping colored regions (red indicates age-related assumptions; blue indicates a period-related assumption) refers to the set of possible linear effects consistent with the data under the three assumptions about age and period effects.

period. In general, we recommend that researchers start with the most credible assumption that does not involve the main temporal scale of interest.

A new finding in Figure 10 as compared with Figure 8 is that the slowdown in gender pay convergence since the 1990s is likely due to period effects that have been stagnant or may have even become slightly negative since the beginning of the 1990s. The period effects since the 1990s are consistent with the argument that labor demand shifts in terms of industries and occupations favoring women decreased in the 1990s unlike in the 1980s (Blau and Kahn 2006). Prior scholarship also posits that the ideology and practices of intensive mothering appeared since the mid-1990s (Hays 1996), which may have prevented mothers from making more wage gains by increasing labor demands from home. An increase in wage returns to overwork could have also benefited wage gains for men, who disproportionately work long hours (Cha and Weeden 2014).

Finally, age effects on women’s relative pay are estimated to follow a distinct U-shaped pattern. Women’s earnings relative to men’s are most negatively impacted
between the ages of 35 and 49. After about age 50, women begin to show a recovery in their earnings relative to men’s.

In many cases, researchers may wish to introduce additional assumptions if bounds are not narrow enough to answer the research question at hand. In other cases, bounds may already be narrow enough to answer a research question, but researchers may nonetheless want to evaluate the consequences of holding additional theoretical claims that are deemed plausible. Because the bounds are quite narrow in our example, it is no longer necessary to adopt further identifying constraints. Nevertheless, we want to examine the conclusions that are drawn when we assume a positive cohort slope, as we view this as equally plausible as the positive period slope assumption. Figure 11 shows constraints on the linear effects introduced by the positive cohort slope assumption. The solid line indicates the cross-strata solution line bounded by the previous age- and period-related assumptions. The figure shows that the positive cohort slope assumption does not further restrict the set of possible linear effects on the solution line, as the zero lower limit for cohort extends well beyond the extant bounds for the age, period, and cohort slopes. Therefore, the resultant bounded effects of age, period, and cohort are the same as in Figure 10. This exercise highlights the fact that the order in which the assumptions about period and cohort are introduced (the period slope assumption vs. the cohort slope assumption) does not affect our results. Moreover, this strengthens our main conclusion regarding the importance of cohort replacement effects in determining the

Figure 10: Bounded cross-strata age, period, cohort effects on the gender wage gap (2). Notes: The shaded areas represent the bounded effects of age (a), period (b), and cohort (c) on the gender wage gap based on the three assumptions about age and period effects. The dotted lines follow the midpoints in each shaded area. The dark bold lines along one edge of the shaded areas indicate when the cross-strata age linear effect is most positive, the cross-strata period linear effect is most negative, and the cross-strata cohort linear effect is most positive within the bounds.
Figure 11: Upper and lower bounds of cross-strata APC linear effects on the gender wage gap (3). Notes: The figure is based on the $\theta_1$ estimate of $-0.002$ and the $\theta_2$ estimate of $0.084$. The left vertical axis represents a range of cross-strata age linear effects, the horizontal axis a range of cross-strata period linear effects, and the right vertical axis a range of cross-strata cohort linear effects. The dashed line indicates all possible linear effects consistent with data. The solid line in the colored region refers to the set of possible linear effects consistent with the data if the previous three assumptions about age and period effects are satisfied. The colored region indicates the bounds of linear APC effects imposed by the positive cohort slope assumption.

gender wage gap, as this conclusion does not depend on any specific assumptions about the cohort effects themselves.

In sum, the bounded effects shown in Figure 10 support the conclusion that cohort replacement effects have been fundamental to the observed convergence in earnings between women and men. The slower rate of change since the 1990s appears to be driven by stagnating or maybe even slightly declining period effects. These findings underscore the multifaceted nature of social change, revealing how a categorical inequality in the labor market, in this case gender inequality, can simultaneously progress along one dimension while stalling or regressing along another.16

Sensitivity Analyses

As has become increasingly common in empirical social science research, researchers are expected to carry out sensitivity analyses in order to assess the robustness of
their findings. This is alluded to but not fully explored by Fosse and Winship (2019b). We discuss two types of sensitivity analyses. First, one can evaluate the sensitivity of a set of assumptions (or “assumption set”) by examining whether or not the set becomes inconsistent with the data when one or more other (ideally plausible) assumptions are invoked. Second, one can assess the extent to which the constraint resulting from a monotonic or non-monotonic effect assumption is sensitive to extreme values of the nonlinear effects.

The first sensitivity analysis is based on the idea that the inconsistency of an assumption set with the data can serve as a sufficient condition for the invalidity of the assumption set. Researchers can test the invalidity of an assumption set based on the constraints imposed on the canonical solution line. The logic is that if the assumption set were not feasible, bounding constraints implied by the assumption set would not be consistent with any combination of cross-strata linear age, period, and cohort effects. Graphically, this means that there would be no set of values on the solution line that is consistent with the assumption set. For example, rather than assuming that the period linear effect is positive, suppose that we instead assume that the period effects are monotonically increasing. That is, suppose we assume that the effects increase women’s relative pay in each successive period, and there is no interval in which the more recent period’s effect is the same (stagnant) or less positive (declining) than the previous period. This assumption of monotonically increasing period effects, in addition to the previous two age assumptions, would yield the following bounding constraints: (1) $\Delta \alpha > -0.031$, (2) $\Delta \alpha < 0.116$, and (3) $\Delta \pi > 0.035$.

These constraints are depicted in the 2D APC plot in Figure 12. This figure demonstrates that there is no set of values on the cross-strata solution line consistent with these constraints. This is because the period slope is bounded between $-0.118$ and 0.029 by the age constraints, whereas the constraint that $\Delta \pi > 0.035$ places the minimum value of the period slope outside this bound. These results reveal that the assumption of monotonically increasing period effects, in combination with the two age assumptions, are not consistent with data.

The second sensitivity analysis entails assessing the extent to which a bounding constraint is driven by an extreme value of a nonlinear effect. This concern may arise because assumptions about monotonic/non-monotonic effects involve bounding constraints that are determined by the segment of nonlinear effects that has the maximum or minimum slope. This segment might differ to an unusual degree from other neighboring segments of the nonlinear effects. Researchers can inspect which nonlinear effect is directly responsible for the constraint being imposed and evaluate the extent to which they are uncertain about the estimate of that nonlinear effect.

In our empirical example, we have two assumptions that state (non-)monotonicity of the age effects. Figure 13 shows which of the nonlinear effects is associated with the resultant constraint on the bounded age effects. For the first assumption involving the monotonic decrease in women’s relative earnings over the age range 25 to 34, the corresponding interval linking the 25-to-29 age category and the 30-to-34 age category is colored red in the upper panel. For the second assumption about the non-monotonic decrease in women’s relative earnings, the corresponding
Figure 12: Upper and lower bounds of cross-strata APC linear effects on the gender wage gap: sensitivity analysis. Notes: The figure is based on a $\theta_1$ estimate of $-0.002$ and a $\theta_2$ estimate of 0.084. The left vertical axis represents a range of cross-strata age linear effects, the horizontal axis a range of cross-strata period linear effects, and the right vertical axis a range of cross-strata cohort linear effects. The dashed line indicates all possible linear effects consistent with data. The red, blue, and green regions represent the possible values based on assumptions made about the age, period, and cohort effects, respectively. There is no region where all three colored regions overlap, meaning that there is no set of linear effects consistent with both the data and the set of assumptions invoked.

Intervals from the 35-to-39 age category to the 45-to-49 age category are colored red in the bottom panel. Among the intervals colored red, those that are directly responsible for the bounding constraint are represented by solid lines, and the other intervals are represented by dotted lines. By visualizing these intervals, researchers can evaluate their confidence in the intervals that are directly associated with the bounding constraint (i.e., the red solid lines). For example, if the slope of the red solid line is quite different from neighboring intervals in a way that is indicative of random noise or data collection issues, this suggests that the resultant bounding constraints may be invalid. The most practical solution in such cases, especially when an extreme nonlinear effect is thought to be due to sparseness in the data, is to smooth the estimated nonlinear effects by reducing the degree of polynomials and repeat the analysis. In our case, the red solid line in the bottom panel of Figure 13 does not differ significantly in its steepness from the preceding interval (i.e., the red dotted line), which alleviates concerns about the credibility of the constraint.
imposed by the second assumption. Also, given the large sample size and high quality of our data, we are confident that the estimated nonlinear effects do not reflect data sparseness, design artifacts, or collection errors.

Discussion and Conclusion

The analysis of group disparities has been a central empirical agenda in sociology and other social science disciplines. Disparities in socially valued resources across race, ethnicity, gender, education, geographic region, and other dimensions of social categories reflect social inequality produced by underlying stratification processes (Grusky 1994). The extent of group differences in public opinion is also a primary focus of scholars interested in social polarization and cohesion (Hout, Perrett, and Cowan 2022). Sociologists have also sought to understand the broader process of social change through the study of group differences, which can illuminate, for example, how attitudes toward emerging social issues diffuse across socioeconomic groups (Pampel and Hunter 2012; Esping-Andersen and Billari 2015).

In this article, we first developed the cross-strata linearized APC (CSL-APC) model, which focuses on understanding the separate effects of age, period, and cohort on an observed group disparity. Similar to the traditional APC model, the cross-strata linear age, period, and cohort effects are not identified in the CSL-APC model. To address the identification problem, we then show how the bounding approach of Fosse and Winship (2019b) can be extended to examine differences in age, period, and cohort effects across strata. We define cross-strata effects as the estimands of interest, rather than the separate effects for each group, and use theoretically driven assumptions to achieve partial identification of these temporal effects. Our approach involves setting bounds on the cross-strata effects, starting with identifying what can be known from the data alone with as few restrictions as possible. Using data on the wage gap between U.S. men and women and invoking a limited set of assumptions, our analysis shows that cohort replacement effects have driven continued progress in women’s relative pay. Yet, this progress has been partially offset by stagnating period effects since the 1990s. These results are generally consistent with those of Campbell and Pearlman (2013), although we support this conclusion based on a weaker set of theoretically driven assumptions.

The approach outlined in this article has several advantages. First, our method is more general and flexible than other techniques because it allows for various constraints on the size, shape, or sign of one or more of the cross-strata parameters, rather than specifying only one type of identifying constraint. Second, our constraints typically involve weaker theoretical assumptions than those commonly used in previous methods and, at least in some applications, can provide quite narrow bounds solely from general theoretical assumptions about life course effects. We expect our method to be particularly useful when theories explaining group disparities are well-developed, but those concerning overall effects are not. Third, we provide two types of sensitivity analyses that researchers can use to assess the credibility of their results, a novel contribution to the APC literature. Finally, we introduce a general five-step procedure for bounding cross-strata APC effects to guide future research.
Figure 13: Estimated cross-strata nonlinear effects governing the bounds imposed by (non-)monotonicity assumptions. Notes: In the upper panel, the interval governing the bounds imposed by the age monotonicity assumption is denoted with a red solid line. In the bottom panel, the intervals involving the age non-monotonicity assumption are colored red (either with a dotted or solid line), and the interval directly relevant to the bounds imposed by the assumption is denoted with a red solid line.
Further research on cross-strata differences in APC effects could focus on a few key areas. First, we have focused on model identification but have not addressed the quantification of uncertainty due to sampling variability. Although our CPS data have a large sample size and, as a result, we are less concerned about the statistical uncertainty of our results than the uncertainty arising from the non-identifiability of the linear effects, sampling variability can nonetheless make bounds too broad when small samples are used. Therefore, we suggest that researchers consider developing techniques to quantify this uncertainty, such as those based on bootstrapping, especially when using small samples. Second, a fruitful direction for future research is to conduct a sensitivity analysis of a cross-strata APC model that includes mechanisms or proxy variables (Winship and Harding 2008). This approach would involve starting with strong assumptions about mechanisms—first aiming for a point estimate—and then weakening those assumptions, yielding a set of upper and lower bounds on the cross-strata effects. This may be useful for assessing the robustness of the estimated results when important mechanisms or proxies are thought to be missing from the data. Lastly, future research can explore the Bayesian interpretation of our framework by imposing prior distributions on one or more of the parameters of the CSL-APC model. A Bayesian approach would require just as strong assumptions as the approach used here, but some analysts may be attracted to a Bayesian approach in part because it offers a wider range of ways to constrain the set of possible linear effects (e.g., Fosse 2021).

In conclusion, the methods presented in this article provide a coherent, step-by-step approach to partially identifying cross-strata effects using the least stringent assumptions possible. It must be recognized, however, that the results of any APC analysis, including the cross-strata approach presented in this article, are not fully verifiable or falsifiable from the data alone. In contrast to purely descriptive analyses that focus, for example, on estimating observed intra- and intercohort trends or marginal period trends (e.g., Fosse 2023; Fosse and Winship 2023), APC analyses necessarily require assumptions that are external to the data (Fienberg 2013). The validity of these assumptions ultimately depends on the soundness of the social, biological, or cultural theory on which they are based, which may be flawed and lead to erroneous conclusions. Therefore, it is essential that researchers conducting a cross-strata APC analysis not only emphasize the tentative nature of their findings, but also carefully triangulate their results using different sets of credible, theoretically driven assumptions. Our bounding approach offers just such a conceptual framework and methodology for researchers who are interested in leveraging information about subpopulations to uncover cross-group differences in age, period, and cohort effects.

Notes

1 By adopting the language of “effects,” we refer to the putative bundles of underlying causal factors that are proxied by age, period, and cohort (Clogg 1982). This is distinct from “trends,” which are observed patterns in the data that vary over calendar time (or period). For a discussion, see Fosse and Winship (2023).
As an additional robustness check, we analyzed gender differences in median hourly earnings instead of annual earnings. We also repeated the analysis of hourly earnings with the extended sample of full-time employees who worked at least half a year (26 weeks) in the last calendar year. The results are robust to these different strategies for measuring the gender wage gap. Figures D.1 and D.2 in the online supplement present the results.

The substantive conclusions remain the same when we analyze mean wage differences instead of those based on the median. See Figure D.3 in the online supplement for the results.

Previous research has shown stagnation since the 1990s in other outcomes related to women’s labor market status, such as occupational desegregation (England et al. 2020).

However, the age composition of our sample has not changed substantially over time, such that the correlation between age and period is less than 0.1. This suggests that the convergence of marginal period trends between men and women is unlikely to be the result of age effects, unless such effects are quite large.

This approach is equivalent to modeling the interaction terms in the second approach above for two contrasting strata (see Appendix A of the online supplement).

More precisely, the HAPC model will typically impose a zero linear effect on whichever of the temporal scales has the most categories in the data. When a conventional age-by-period Lexis table is the data input, this will be cohort.

For simplicity, we will also assume that the age and period categories are of equal width and that we have only aggregated data (i.e., there is no individual-level variability within the cells).

Alternatively, as we show in Appendix A of the online supplement, one can specify a model with a set of interactions between the linear and nonlinear components and the levels of the strata variable. With this formulation, the interactions will capture the cross-strata differences in the temporal effects.

For a detailed discussion of identification issues in a two-group model using an alternative parameterization, see Nielsen (2022).

The EOE assumption is equivalent to a strategy adopted by Riebler and Held (2010) and Riebler et al. (2012). They show that if two groups are assumed to have the same total effect for one of either age, period, or cohort (including both linear and nonlinear effects), then group differences are identified for the other two temporal effects. Although their claim is correct, as we elaborate below, it is stronger than it needs to be and can be partially tested against the data. Regarding the first point, because only the cross-group linear effects are unidentified, an assumption about the equality of linear effects across the two groups is sufficient for identification. Moreover, the assumption that the total effects are equal ignores the fact that the nonlinear effects are identified and can be compared empirically.

It is important to note that the identified cross-group effects of period and cohort are only as valid as the theory underlying this EOE assumption.

Certainly some part of the nonlinear effects will reflect noise. Although this is not the focus of our discussion here, one solution is to smooth the nonlinear effects by, for example, dropping higher-order polynomials or imposing strong zero-centered prior distributions over the nonlinearities (see Fosse 2021).

An alternative strategy to our cross-strata bounding approach would be to perform a bounding analysis for each respective group and then compare the bounded APC effects between the two groups. We indeed encourage applied researchers to rely on this...
approach involving multiple stratum-specific bounding analyses if there are sufficient theoretical foundations to yield precisely bounded temporal effects within each comparison group. In many substantive cases, however, researchers may not be able to find such rich theoretical support separately for each group.

15 We multiply by two just to make the coefficient scales consistent (i.e., a 10-year change).
16 There has been some debate about whether selection into full-time work may have driven the observed time trends in the gender wage gap. However, a recent study by Blau et al. (2021) reviews previous evidence on this debate and casts doubt on this interpretation.
17 It is important to note, however, that showing that an assumption set is consistent with the data does not necessarily ensure the validity of the assumption set, nor is it generally possible to separately assess the validity of each theoretical assumption in the assumption set against the data.
18 The assumption for their main analysis is that the age, period, and cohort effects are the same within each five-year category of the temporal scales, which is effectively a kind of equality constraints approach.
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